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Social Media and the Sale of Illicit Substances 

Niklaus Julian Sempach* 

This work provides an exploratory overview of newly emerging digital drug 
markets as well as a critical discussion of criminal responsibility of platforms for 
hosting user-generated content under 47 U.S.C. § 230 in light of the newly en-
acted EU Digital Services Act. 
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I. Introduction 

Digital communication technology has been used to facilitate drug trade since 
its emergence. Going back to the early 1970s, a group of students from Stan-
ford University used the ARPANET, a predecessor to the modern internet, to 
arrange the sale of marijuana, which can be viewed as the first rudimentary e-
commerce transaction ever.1 Since then, further technological developments, 
such as mobile phones, have been adopted by buyers and sellers of illicit sub-
stances alike,2 shaping and evolving the drug trade in the process. The most 
transformative development in this regard was the appearance of dark net 
cryptomarkets, which allowed for the direct sale of drugs through the inter-
net.3 The key advantage of said markets was that they eliminated the need 
for physical transactions, lowering both the risk of detection by law enforce-
ment agencies as well as the risk of exploitation by other market participants, 
which were associated with analogue forms of drug dealing.4 However, begin-
ning in 2019, the number of active dark net participants along with the num-
ber of cryptomarket transactions decreased, accompanied by an increase in 
the average transaction size, indicating that the role of said markets shifted 
to primarily target buyers intending to buy drugs for resale.5 In the same time 
frame, new clear- and deep web-based digital drug markets, mainly mediated 
through social media, appeared, usurping parts of the digital drug market pre-
viously held by dark net cryptomarkets.6 

Thus, this thesis aims to first examine the modus operandi and the conse-
quences of these newly emerging app mediated retail drug markets utilizing 
social media and encrypted chat messaging services. Moreover, it aims to dis-
cuss the need for legal reform regarding the criminal responsibility of platform 
providers by scrutinizing the current United States’ legislation as well as po-
tential solutions to navigate this field, specifically notice and takedown mech-
anisms as set down in the EU’s Digital Services Act (DSA)7. Therefore, the ques-
tions this paper aims to answer are primarily how these digital drug markets 
function, how market participants can be characterized, and what criminolog-

Markoff (2005), 109. 
Barrat, et al. (2022), 2 w.r.t. May/Hough (2004), 1; Friis Søgaard, et al. (2019), 8. 
Martin (2014), 10. 
Buxton/Bingham (2015), 7; Holland (2020), 114; Ligget, et al. (2020), 97; Moyle, et al. (2019), 
102, 107; Zigeti/Frank/Tibor (2023), 169. 
UNODC (2023), 128 f. 
Groshkova, et al. (2022); Oksanen, et al. (2020), 30; UNODC (2023), 132. 
Regulation (EU) 2022/2065 of 19 October 2022 on a Single Market for Digital Services and 
amending Directive 2000/31/EC, OJ L 277, 1–102. 
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ical consequences are associated with these markets. Subsequently, it deals 
with the questions of what influence platform providers have on the formation 
and workings of these markets as well as how and to what extent a criminal 
liability of platforms is necessary to combat these markets. The first section 
focuses on the phenomenon of social media drug markets from a criminologi-
cal perspective, while the second section scrutinizes the U.S. criminal liability 
regime of platforms hosting user generated content by contrasting it against 
the newly enacted DSA. 

This project is important because understanding the mechanisms through 
which organized crime uses technological means to facilitate drug commerce 
and how these mechanisms interact is and will become increasingly essential 
for the ability of law enforcement agencies and criminal justice policymakers 
to combat transnational drug trade and retail drug markets effectively. Fur-
thermore, early research suggests that the retail-level drug trade through so-
cial media is primarily utilized by adolescents and young adults – demograph-
ics that might not have otherwise been exposed to easily available drugs.8 

Consequently, it becomes imperative for social policymakers to comprehend 
the functioning of the digital retail market and its connections to other op-
erations on both the clear and dark web associated with the organized digital 
drug trade. Moreover, as the digitalization of society progresses further, the 
issue of drugs and other illicit goods being sold online will likely become a 
more substantial issue to society. Hence, understanding and developing a solid 
liability framework for all internet service providers at this point in time is cen-
tral to preventing the formation of a lawless internet9 and will likely become 
even more important as time progresses. 

Demant/Bakken (2019), 5; Mongan, et al. (2022), 63; Oksanen, et al. (2020), 33; Van der 
Sanden, et al. (2021), 7. 
Cf. Tremble (2017), 829. 
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II. Key Definitions and Concepts 

The following chapter introduces the required theoretical background regard-
ing illicit markets and the layers of the internet. 

A. The Geography of Illicit Retail Drug Markets 

The fundamental and widely accepted theoretical criminological framework10 

regarding illicit retail markets, as framed by John Eck in 1995, involves five 
actors. Unsurprisingly, the main actors in said markets are the participants, 
meaning buyers and sellers of illicit goods or services, whereas offenders, LEA 
and managers operate as supporting actors.11 

For simplicity’s sake, the model assumes that buyers are predominantly inter-
ested in purchasing illicit substances for their own consumption, whereas sell-
ers might also consume drugs themselves; they presumably sell significantly 
more drugs than they consume.12 While it has been discovered that the latter 
assumption does not necessarily hold true,13 this does not invalidate the model 
as a whole because sellers will either use the drugs they are selling, in which 
case their mode of supply does not affect the retail market at all, or buy drugs 
from another seller, in which case their role does not differ from that of an 
“ordinary buyer”. 

The role of the supporting actors can be described as follows: an offender’s 
central goal is exploiting buyers or sellers for their financial gain, e.g., an of-
fender might pretend to be a seller to rip off buyers or pose as a buyer to steal 
from sellers.14 LEA, on the other hand, are focused on controlling the sale or 
use of illicit drugs, a task for which they may employ subterfuge, such as dis-
guising themselves as buyers in order to catch a seller or vice versa.15 Lastly, 
managers regulate places, meaning they supervise access to and behavior at a 
place or property.16 Managers are either the owners of the respective space or 

Coomber, et al. (2023), 16; Ritter (2006), 459; Van der Sanden, et al. Choice (2022), 2; cf. 
Ejbye-Ernst, et al. (2023). 
Eck (1995), 70. 
Ibid. 
Kerr, et al. (2008), 150; Semple, et al. (2011), 521. 
Eck (1995), 70. 
Ibid. 
Ibid. 
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have specifically been appointed by the owners to oversee it, examples include 
landlords, store owners, park rangers, and maintenance workers.17 

According to Eck, market participants are presented with a fundamental 
dilemma concerning how to exchange illicit drugs when doing so inherently 
poses high risks.18 The issue lies in the fact that markets, in general, require 
buyers and sellers to be mutually accessible; however, given the illicit nature 
of drug markets, being accessible is accompanied by two fundamental risk fac-
tors.19 On the one hand, sellers, and to a lesser extent, buyers, are at consid-
erable risk of detection by the police in a way that neither side can know for 
certain that they’re not dealing with an undercover police officer or a police 
informant.20 On the other hand, these markets are neither regulated nor is 
there a third party enforcing the rules of the market on which the main actors 
could rely upon, making chicanery, duplicity, and violence rampant threats.21 

Hence, the more accessible a market participant is, the less security he or she 
has; however, there remains a strong need for both security and accessibility.22 

Simply stated: “Although both the buyer and the seller would dearly love ac-
cess to each other, they are also very threatened by each other.”23 

To counteract this issue, two distinct types of retail drug markets have 
emerged, which will be the focus of the subsequent sections. 

1. Private Drug Markets 

Private drug markets, in their essence, rely on a social network. In such mar-
kets, buyers and sellers will only make transactions with screened market par-
ticipants; in other words, they either know the other side personally or a mu-
tual acquaintance, the attestant, vouches for the trustworthiness of the other 
party.24 Naturally, such a system is not infallible, but it significantly increases 
security, as opposed to operating without any information regarding the other 
side.25 These networks have the added benefit of serving as communication 

Ibid. 
Eck (1995), 71. 
Ibid. 
Ibid. 
Ibid; cf. Andreas/Wallman (2009), 225; Lum (2008), 179 f.; Magnolini, et al. (2023), 4 f.; Reuter 
(2009), 275 f. 
Eck (1995), 72. 
Ibid. 
Id., 72 f.; May/Hough (2004), 551. 
Coomber, et al. (2023), 16; Eck (1995), 73. 
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channels wherein market participants can communicate their needs and fur-
ther information, such as prices or locations.26 

Observation of private markets identified four key characteristics. The first being 
low spatial attachment: As both accessibility and security are provided through 
an interpersonal network, transactions can take place virtually anywhere.27 Next, 
because the main actors can meet anywhere, this allows them to operate under 
complete cover; hence, managers rarely affect the dynamic of said markets.28 Ad-
ditionally, the geography of the market is likely dictated by extra-market factors. 
Put simply, where transactions take place is not dictated by the requirements of 
the market and its participants but rather by circumstances such as rental prices, 
ethnicity of participants, or transportation costs.29 In other words, transactions 
take place wherever the two participants would reasonably meet, even if they 
were not conducting drug sales. Lastly, despite the large spatial displacement of 
these markets, their density will be low, as the social network usually encompasses 
few buyers and sellers, which requires significant effort by LEA to detect and un-
derstand said markets.30 However, relying on private markets strictly limits the 
potential revenue a seller can generate, as it necessitates that new customers are 
within the reach of the underlying social network.31 Hence, private drug markets 
might not be as attractive to professional criminals, such as drug dealers associ-
ated with organized crime groups. 

2. Public Drug Markets 

On the contrary, public drug markets are organized around routine activities 
where transactions occur between strangers.32 Clearly, this increases both the 
number of potential sales as well as the number of potential people involved 
in transactions. Nevertheless, the absence of a network between buyers and 
sellers brings about two challenges. First, these markets lack an institutional-
ized mode of communication, and hence, market participants need to meet in 
common areas to establish initial contact.33 This usually occurs in areas where 
both parties routinely conduct legitimate activities, resulting in feelings of fa-
miliarity and creating an increased perception of security.34 Moreover, these 

Eck (1995), 73. 
Ibid. 
Ibid. 
Id., 74. 
Ibid. 
May/Hough (2004), 551. 
Eck (1995), 74; May/Hough (2004), 550. 
Ibid. 
Ibid. 
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areas need to allow for communication in a way that market participants know 
that the other party can be found there.35 Lastly, these areas are usually spa-
tially limited and will likely be located at major thoroughfares or nodes of high 
concentration of legitimate activities, such as transportation hubs or shopping 
centers, as this increases the number of potential customers.3637 

Fig. 1: Zurich’s “Needle-Park” a famous public drug market in the 1980s, located next to the 
main station.37 

It is further challenging that these markets cannot provide adequate security: 
while the familiarity of an area helps to reduce the perceived risk, market par-
ticipants must rely on defensive tactics, such as carrying weapons, blending 
into legitimate activities, or looking for visual or verbal clues to determine that 
the other party is safe to engage with.38 However, engaging in public drug mar-
kets inherently carries a risk which cannot be fully avoided.39 

Id., 75. 
Id., 75 f. 
Bänziger/Vogler (1990), 123. 
Eck (1995), 75; May/Hough (2004), 550 f. 
Eck (1995), 75. 
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Furthermore, the characteristics of such markets can be described as follows: 
First, as these markets are highly dependent on specific areas, as described 
above, they show high attachment to places and sellers, if forced to move, will 
try to limit the distance of moving.40 Next, because these markets need to be 
visible, they cannot appear in places where place managers are attentive and 
controlling; therefore, they rely on managers who are either absent or unwill-
ing, respectively, unable to control behavior.41 In conclusion, these markets fre-
quently form in economically depressed areas and run down places, where place 
managers are neither capable nor incentivized to regulate behavior.42 Addi-
tionally, market participants, especially organized crime groups, might further 
resort to corruption or intimidation to discourage managers from infringing 
upon the drug market.43 The last observation shows the high density of public 
drug markets, meaning that a large quantity of drugs and market participants 
are usually found in said markets, making them a prime target for LEA.44 

Ibid. 
Ibid. 
Eck (1995), 76; cf. Saxe, et al. (2001), 1989, 1991 f. 
Eck (1995), 75 f.; cf. Europol (2021), 4; INCB (2011), 3; Muravska/Hughes/Pyman (2011), 8. 
Eck (1995), 76 f. 
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B. Layers of the Internet45 

Fig. 2: The Internet: Clear web, Deep web and Dark web.45 

As illustrated above, the internet is generally divided into three layers: the 
clear or surface web, the deep web, and the dark web.46 The clear web can be 
described as the “visible” part of the internet, representing what is indexed by 
standard search engines such as Google.com.47 In the context of social media, 
this involves public groups and forums, as well as public social media profiles. 

Consequently, the deep web encompasses anything that cannot be indexed by 
these engines; for example, because a website is password protected or lies 
behind a paywall, access is only possible from within an organization, or the 
owner has restricted access to it.48 For social media, this involves private fo-
rums and groups that are either password protected or require a user to be 
granted access, as well as private profiles, meaning profiles to which the owner 
has restricted access to. 

Adopted from UNODC (2023), 125. 
Barrat (2015). 
Barrat (2015); Holland (2020), 110; Ligget, et al. (2020), 93. 
Holland (2020), 110; Hatta (2020), 279; Ligget, et al. (2020), 93 w.f.r.; UNODC (2023), 125. 
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Lastly, the dark web or dark net describes a decentralized network within the 
deep web, which employs specific anonymization technologies to hide its user’s 
IP addresses and thus, their identity and location.49 The most widely used soft-
ware to access the dark web is the onion router (TOR). It obfuscates a user’s IP 
address by creating three or more virtual connections to servers on the TOR 
network, called nodes, before reconnecting to the internet; and because each 
node detects only the IP-address of the last and next nodes, data sent in such 
a way becomes untraceable, as the node connecting to the TOR network con-
tains no information concerning the IP address initially used to access the dark 
web.50 Functioning in a similar fashion, websites hosted through TOR can only 
be accessed by other users of TOR, and the physical location of their servers 
remains hidden.51 

As explained in the introduction, this paper focuses on the newly emerging 
drug markets, which do not rely on the dark net. Nonetheless, there are indi-
cations that markets on the dark web remain central in supplying some retail 
markets,52 such as the app mediated markets discussed below; therefore, syn-
ergies between these markets and the dark net will be emphasized where rel-
evant. 

Barrat (2015); Holland (2020), 110; Ligget, et al. (2020), 93 f. 
Hatta (2020), 287 ff.; Ligget, et al. (2020), 93. 
Barrat, et al. (2016), 51; Ligget, et al. (2020), 94. 
Barrat, et al. (2016), 54; Blankers, et al. (2021), 473; Demant, et al. (2019), 381; UNODC (2023), 
128, 132; cf. Van der Sanden, et al. (2023), 391 f. 
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III. Social Media and App Mediated Drug Markets 

Up to sixty percent of the global population uses social media, a number that 
has been constantly growing since the first digital social networks emerged in 
the early 2000s,53 thus creating new digital channels through which drug sell-
ers could reach their audience. Where social media and other clear websites 
were initially used for the discussion of topics surrounding drug use, such as 
dosage, harm reduction, or drug laws;54 in recent years, social media appears 
to have become the primary digital retail drug market, having already over-
taken dark net cryptomarkets’ retail sales volume.55 This is most likely due to 
social media’s simplicity of use, widespread distribution, quickness, and thus 
convenience, providing clear advantages over other forms of digital supply.56 

Hence, this chapter provides an exploratory overview of these markets, their 
participants, as well as consequences associated with said newly emerging 
drug markets. 

A. Methodology and Limitations 

The following observations regarding social media drug markets are based pri-
marily on surveys, netnographies57 and empirical observations. Considering 
the recent inception of the phenomenon of social media drug markets and the 
fact that much of the research was previously focused on cryptomarkets, the 
number of published studies, as well as participants partaking in these studies 
are limited. Additionally, significant amounts of data were gathered from gov-
ernment agencies and international organizations such as the UNODC, which 
might have the tendency to overemphasize issues relating to their purpose, 
thus creating biases. Therefore, observations shown and conclusions drawn 
during this chapter must be critically scrutinized. 

Furthermore, the studies discussed in this chapter are limited to a single 
country or region, meaning that they do not adequately account for the large 
national differences that exist regarding both the nature of drug markets, so-

Kemp (2024). 
Cf. Rolando/Beccaria (2019); Soussan/Kjellgren (2014); Wax (2002). 
Groshkova, et al. (2022); Oksanen, et al. (2020), 34; Van der Sanden, et al. Choice (2022), 7; 
UNODC (2023), 132. 
Moyle, et al. (2019), 105 ff., 109; Van der Sanden, et al. Choice (2022), 7; Van der Sanden, et 
al. (2023), 382, 392. 
Demant/Aagesen (2022), 6 f.; cf. Kozinets (2015), 291. 
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cial media use patterns58, as well as substantive and procedural criminal law.59 

E.g., Danish drug sellers usually do not rely on encrypted chat messaging ser-
vices, as Danish procedural law effectively prohibits the use of wiretapping and 
agent provocateurs against retail drug dealers, whereas, in most other coun-
tries, such apps are frequently used to avoid detection by LEA.60 The last lim-
itation concerns the issue of undercoverage, meaning the underrepresenta-
tion of specific groups of people within surveys.61 Participants of the studies 
upon which significant parts of this chapter are founded were primarily buy-
ers, leading to a perspective that rarely takes the position of the sellers. Fur-
thermore, observations regarding sellers were frequently made from a buyer’s 
perspective, carrying a risk of further bias. 

Lastly, when discussing or presenting empirical observations, there is no cer-
tainty that profiles and groups identified as drug selling are actually involved 
in dealing drugs. Thus, the observational evidence should always be viewed in 
combination with the current academic research. 

B. General Observations 

Examining social media drug markets, it can be noted primarily that their ex-
istence is a ubiquitous phenomenon, as signs of such markets are found on all 
major social media platforms.62 While a recent study claimed that TikTok and 
platforms operated by Meta no longer exhibit indicators of drug sales occur-
ring on these platforms,63 most studies show the opposite to be the case.64 

Next, it becomes apparent that social media drug markets provide drugs at a 
notably lower barrier of entry. The omnipresence of social media in people’s 
daily lives clearly makes accessing drugs very convenient,65 since it requires 

Cf. Kemp (2024). 
Bakken/Oksanen/Demant (2022), 434; Demant, et al. (2019), 384; Friis Søgaard, et al. (2019), 
10; cf. further Demant/Aagesen (2022), 25 f.; Demant/Bakken (2019), 9 ff. 
Friis Søgaard, et al. (2019), 10; cf. Moyle, et al. (2019), 106 f.; Van der Sanden, et al. Choice 
(2022), 5 ff. 
Mulry (2008), 162. 
McCulloch/Furlong (2019), 17; Groshkova, et al. (2022), House Hearing 118-13, 80, 102, 117; 
Moyle, et al. (2019), 101, 103 f.; UNODC (2022), 57; cf. Van der Sanden, et al. Discord (2022). 
Demant/Aagesen (2022), 7 f. 
Demant/Aagesen (2024); Finklea/Sacco (2022), 1; Fuller, et al. (2024), 56; Haupt, et al. (2022), 
5; cf. Rutherford, et al. (2021), 1123 f. 
Cf. Anderson/Gottfried/Nolan (2023); Kemp (2024); Matassi/Boczkowski/Mitchelstein 
(2019). 
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no specialist knowledge and, contrary to other forms of supply, such as cryp-
tomarkets, is not accompanied by stigmas and taboos.66 

Crucially, social media platforms rely on algorithms to personalize what con-
tent a user is exposed to. While it is part of the nature of algorithms that it is 
impossible to fully understand their workings,67 simply stated, such a content 
recommendation algorithm68 calculates what content a user might be inter-
ested in by taking into account, among other unknown factors, demographic 
data such as age, gender, race, psychological disposition, user behavior, and the 
behavior of a user’s network, which encompasses the accounts with which the 
user frequently interacts with, as well as the recommended content itself.69 In 
consequence, a user’s first exposure to drug related content can occur acci-
dentally,70 as it requires no conscious action by him or her, functioning dia-
metrically opposite to dark net cryptomarkets, which, as explained before, de-
mands the conscious and somewhat tedious act of establishing a connection 
to the TOR browser. This further lowers the barrier of entry to social media 
drug markets and increases its ability to reach groups which would otherwise 
not have been exposed to drug markets.71 Moreover, social media platforms 
have been shown to act as echo chambers,72 where users are more frequently 
presented with content that aligns with their own worldview, thus reinforc-
ing such views.73 While the influence of echo chambers on drug consumption 
specifically is yet to be studied, it seems reasonable to assume that social me-
dia’s echo chamber effect could reinforce positive attitudes towards drug con-
sumption and consequently increase consumption. 

Moreover, by interacting positively with drug related content, a user will be 
algorithmically presented with further drug related content, allowing buyers 
and sellers to quickly expand their network beyond what would have been 

Childs/Bull/Coomber (2022), 412; Coomber, et al. (2023), 19 f.; Demant/Bakken (2019), 19; 
Groshkova, et al. (2022); Moyle, et al. (2019), 105 f.; Van der Sanden, et al. Discord (2022), 
460, 472. 
Bathaee (2018), 891 f.; Eg/Demirkol Tønnesen/Tennfjord (2023), 13. 
Cf. generally Narayanan (2023); Rucker (2023), 247 ff. 
Bathaee (2018), 891 f.; Eg/Demirkol Tønnesen/Tennfjord (2023), 13; Haupt, et al. (2022), 8; 
Kim (2017), 149; McCulloch/Furlong (2019), 17 f.; Narayanan (2023), 23 f.; Rassameeroj/Wu 
(2019), 197; cf. Gonzalez v. Google LLC, 2 F.4th 871, 895 (9th Cir. 2021). 
Cf. Demant/Bakken (2019), 19; Hoye (2023), 162. 
Demant/Aagesen (2022), 3; Demant, et al. (2019), 378; Kettering, et al. (2023), 61; Van der 
Sanden, et al. Discord (2022), 469. 
Barberá, et al. (2015), 1539 f.; Grömping (2014), 53; Morini/Pollacci/Rossetti (2021), 16; Quat-
trociocchi/ Scala/Sunstein (2016), 14. 
Cinelli, et al. (2021), 1; Morini/Pollacci/Rossetti (2021), 1. 
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possible on analogue markets.74 Some researchers also suggest that the wider 
array of available substances could potentially trigger a “supply gateway ef-
fect”,75 meaning that buyers on social media drug markets are more likely to 
try drugs beyond their normative repertoires.76 However, dedicated research 
on this topic remains to be desired. 

In combination, these features lead to an increased subjective, in other words, 
perceived, availability of drugs.77 This mirrors discoveries made regarding 
cryptomarkets users, though accessing these markets came with the added 
requirement that a user possessed some limited specialist knowledge to gain 
access to the dark net.78 From research on cryptomarkets, it can be demon-
strated that an increase in subjective availability initially results in a sudden 
spike in drug consumption, coined the honeymoon period.79 Over a longer pe-
riod of time, evidence suggests that for some people, the perceived permanent 
availability of drugs helped to moderate consumption since there was no need 
to engage in hoarding drugs; for others, however, the constant availability of 
drugs led to intense use and subsequent harm.80 Thus, it can be inferred that 
social media drug markets will likely influence its users in a similar way; how-
ever, there is currently no dedicated research on the effect of heightened sub-
jective availability through social media. 

While social media has the potential to expand the variety of available sub-
stances for a given consumer, in comparison to dark net cryptomarkets,81 so-
cial media drug markets usually only offer the most widely demanded sub-
stances.82 Cannabis was sold and advertised significantly more than any other 
substance, usually followed by cocaine and MDMA/ecstasy.83 Furthermore, 
drugs were usually traded in smaller quantities intended for individual con-
sumption only, whereas a widespread social media wholesale market, which, 
as mentioned previously, can usually be found on cryptomarkets, does not ap-

Bakken/Demant (2019), 258; Demant/Aagesen (2022), 10 f., 24; McCulloch/Furlong (2019), 
56; Van der Sanden, et al. (2023), 394 f. 
Cf. Aldridge/Stevens/Barrat (2018), 792. 
Demant/Aagesen (2022), 19; Demant/Bakken (2019), 5; McCulloch/Furlong (2019), 63 f.; 
Moyle, et al. (2019), 109; Van der Sanden, et al. Discord (2022), 460. 
Moyle, et al. (2019), 104; Van der Sanden, et al. (2021), 7; Van der Sanden, et al. (2023), 394; cf. 
regarding the concept of subjective availability: Abbey/Scott/Smith (1993), 490 w.f.r. 
Barrat, et al. (2016), 51; cf. Moyle, et al. (2019), 107; Bakken/Oksanen/Demant (2022), 432 f. 
Barrat, et al. (2016), 53 f. 
Id., 55. 
Bancroft/Scott Reid (2016), 44; Barrat/Ferris/Winstock (2016), 27; Demant/Bakken (2019), 
14. 
Demant/Bakken (2019), 14; McCulloch/Furlong (2019), 17 f.; Moyle, et al. (2019), 106, 109. 
Demant/Bakken (2019), 14; INCB (2024), 7; McCulloch/Furlong (2019), 17 f.; Moyle, et al. 
(2019), 106, 109. 
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pear to exist at the moment.84 Lastly, considering the drug market as a whole, 
social media drug markets appear to amount to a small fraction of drug trans-
actions, with the large majority still taking place offline.85 However, given the 
rapid growth of e-commerce and social media in the past 15 years,86 it seems 
likely that the importance of drugs traded digitally, i.a., through social media, 
will increase significantly in the near future. 

Contrary to cryptomarkets, which essentially eliminated physical transactions 
and thus risks traditionally associated with drug dealing, such as violence or 
detection by LEA,87 transactions arranged through social media drug markets 
usually require a physical meeting.88 While social media drug markets cannot 
provide benefits of safety, the need for a physical meeting likely stems from 
the fact that these markets are generally bound to a city or neighborhood and 
are, above all, characterized by rapid deliveries.89 Due to said nature of these 
markets, the focus of this section lies primarily on non-transnational activities; 
however, as will be discussed, some quantitative and empirical data suggests a 
significant involvement of (transnational) organized crime groups in social me-
dia drug markets. 

This does, however, mean that understanding the characteristics of market 
participants on social media drug markets remains central to reducing harm 
beyond the consumption of drugs. In this context, it becomes specifically 
problematic that social media drug markets require buyers to meet sellers 
alone, even though they are usually complete strangers, thus carrying an in-
creased risk of violence.90 A risk that is generally less prevalent amongst ana-
logue drug markets, as meetings with complete strangers are usually limited 
to public markets in which the surrounding environment provides some lim-
ited safety from exploitation. Additionally, one study identified that buyers of 
drugs usually resort to using their personal social media accounts, which they 

Blankers, et al. (2021), 5; Moeller/Munksgaard/Demant (2021), 4; cf. Van der Sanden, et al. 
Choice (2022), 5 f. 
Demant/Bakken (2019), 15 f.; McCulloch/Furlong (2019), 19; Mongan, et al. (2022), 44; Oksa-
nen, et al. (2020), 34; Van der Sanden, et al. (2021), 4. 
Cf. Barthel, et al. (2023); Bledsoe (2023); Kemp (2024); International Trade Administration 
(2024); Snyder/Aditham (2024). 
Buxton/Bingham (2015), 11; Holland (2020), 116; Ligget, et al. (2020), 95; Pergolizzi Jr, et al. 
(2017), 791; cf. Moyle, et al. (2019), 108. 
Bakken/Demant (2019), 257; Demant/Bakken (2019), 8; Moyle, et al. (2019), 102, 104; Van der 
Sanden, et al. Discord (2022), 459. 
Adejoh, et al. (2020), 32 f.; Bakken/Demant (2019), 259; Dewey/Buzzeti (2024), 7, 10; Moyle, 
et al. (2019), 102, 104 f.; Van der Sanden, et al. (2021), 4; Van der Sanden, et al. Discord (2022), 
454, 459; cf. Friis Søgaard, et al. (2019), 1. 
McCulloch/Furlong (2019), 66; cf. Demant, et al. (2019), 383; Moyle, et al. (2019), 108; Van der 
Sanden, et al. Discord (2022), 472. 
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also use for licit purposes, thus containing further personal information, such 
as the buyer’s place of residence, friends and family members, and in some ex-
treme cases, even their live location.91 This information, which is usually not 
available to drug dealers, can be used by nefarious actors for intimidation and 
exploitation.92 

C. Types of Social Media Drug Markets 

It is widely accepted that social media drug markets can be placed within 
the previously introduced framework as a continuum ranging from private to 
public drug markets.93 However, because there are no static boundaries be-
tween these markets, market participants frequently shift from open to closed 
markets and vice versa, depending on, e.g., the stage of a transaction.94 Addi-
tionally, the existence of semi-public/hybrid drug markets on social media has 
been noted by some researchers.95 Thus, the following sections deal with the 
characteristics of these distinct types of drug markets as well as their interac-
tions. 

1. Public Digital Drug Markets 

Similar to their analogue counterparts, in public digital markets, advertise-
ment and dealing takes place between strangers in easily accessible and visible 
digital spaces, such as public posts and profiles on Facebook, Instagram, or X, 
as well as in easily accessible groups, servers, and forums, found in particular 
on Telegram, Reddit, and Discord.96 The platforms utilized by these markets 
generally follow the logic of analogue public drug markets, meaning that they 
usually form on platforms that are frequently used for licit activities within a 
given demographic.97 

McCulloch/Furlong (2019), 67. 
Ibid. 
Bakken/Demant (2019), 257 ff.; Bakken/Oksanen/Demant (2022), 425 f.; Demant/Aagesen 
(2022), 4; Haupt, et al. (2022), 2; Van der Sanden, et al. Choice (2022), 2; Van der Sanden, et 
al. Discord (2022), 456 f. 
Bakken/Demant (2019), 258 f.; Coomber, et al. (2023), 18; Demant, et al. (2019); 379 f., 383; 
Moeller (2022), 498; Petersen, et al. (2021), 6; Van der Sanden, et al. Choice (2022), 6. 
Bakken/Demant (2019), 256 f., 259 f.; Demant/Aagesen (2022), 26; Van der Sanden, et al. 
Discord (2022), 457, 471; cf. Eck (1995), 77; May/Hough (2004), 553. 
Bakken/Demant (2019), 257; Van der Sanden, et al. Choice (2022), 2; cf. Demant/Aagesen 
(2022), 15 ff.; Demant/Bakken (2019), 9 ff.; Van der Sanden, et al. Discord (2022). 
Coomber, et al. (2023), 17 f.; Moyle, et al. (2019), 108; Van der Sanden, et al. Choice (2022), 6 f. 
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While preliminary research was focused on open public groups, where dealing 
took place in front of everyone, more recent studies suggest that the dynamic 
of public social media drug dealing has changed. They now take place either in 
groups to which access is strictly limited or via encrypted messaging services, 
with public posts functioning primarily as advertisement, containing the infor-
mation required to contact the seller.98 Because access to these private groups 
usually requires vouching, thus a social connection,99 these groups represent a 
market type more reminiscent of private markets, with the obvious difference 
that contact is not limited to direct communication; thus, these markets fall 
outside of the scope of this chapter. As researchers’ access to such groups and 
the ability to conduct individual empirical research is limited to nonexistent, 
such markets will be excluded from the discussion of this thesis in general. 
However, there is substantial ground and need to investigate this type of mar-
ket further. Nonetheless, these changes do not signify a complete absence of 
such public groups, as has been noted recently during the observation of Scan-
dinavian drug markets and through empirical research; although, compared to 
previous studies, their significance has clearly declined.100 

It is also worth noting that the description of changing market dynamics has 
specifically not affected the drug trade on Telegram, which still remains largely 
centered around open group chats.101 This does not come as a surprise, how-
ever, as Telegram has refused to cooperate with LEA around the world and 
employs selective and limited content moderation, thus creating an environ-
ment for flourishing illicit activities.102 

These changes in the market dynamics likely stem from tighter content mod-
eration applied to public groups on e.g. Facebook and Reddit.103 Generally 
speaking, ineffective or absent content moderation is required for a thriving 
public drug market to form;104 hence, content moderators effectively fit the role 
of managers in Ecḱs theoretical framework applied to a digital context. In line 
with Ecḱs thinking, the focused media attention led to more strenuous mod-
eration of public groups and forums.105 However, platforms remain largely un-
willing to police public posts and profiles advertising contact information to 

Bakken/Demant (2019), 259 f.; Demant/Aagesen (2022), 25 f.; cf. McCulloch/Furlong (2019), 
56; Moyle, et al. (2019), 103. 
Demant/Aagesen (2022), 17; Van der Sanden, et al. Discord (2022), 463 f. 
Demant/Aagesen (2024); cf. Demant/Aagesen (2022), 15 ff.; Demant/Bakken (2019), 9 ff. 
Blankers, et al. (2021), 2; Bleih (2022); Dewey/Buzzetti (2024), 5 f. 
Barrat, et al. (2022), 2 w.f.r.; c.f. Marks/Nemer (2022). 
Demant/Aagesen (2022), 9, 18 cf. the list of subreddits mentioned, all of which have since 
been removed by Reddit; Van der Sanden, et al. Discord (2022), 471. 
Demant/Aagesen (2022), 7, 25; Haupt, et al. (2022), 6; cf. Finklea/Sacco (2022), 2. 
Demant/Aagesen (2022), 4, 7. 

98 

99 

100 

101 

102 

103 

104 

105 

Next Generation Nr. 11 | 33



engage in transactions via messenger apps, considering the to date only em-
pirically evident simplicity of finding such public posts and profiles. Nonethe-
less, it is indisputable that stronger content moderation has a significant effect 
on the disruption of public drug markets.106 This becomes further apparent by 
the fact that the aforementioned private Facebook groups, which exist to this 
day, are less tightly moderated, as the responsibility for moderation is largely 
left in the hands of the group administrators.107 To complicate matters further, 
public sellers try to avoid detection by content moderation and also LEA by 
employing defensive tactics, such as using codified languages and emojis108, 
limiting permanently visible pictures of drugs, thus resorting to ephemeral 
content, such as e.g. Instagram stories which remain visible for only 24 hours, 
employing multiple fake profiles in case one gets compromised, as well as 
adding notices indicating that drugs are not for sale, despite clearly advertis-
ing for the sale on encrypted messaging apps.109110 

Fig. 3: Use of emojis and Instagram Stories by social media drug dealers.110 

While such behavior clearly is intended to obstruct content moderation, de-
tection, if taken seriously, remains feasible, as buyers and sellers must remain 
capable of finding and identifying each other, therefore relying on well-known 
words and emojis to “disguise” the true nature of posts, which are easily iden-
tifiable. Especially the recent emergence of large language models and image 
detection through machine learning proves to be a powerful tool for content 

Demant/Aagesen (2022), 25. 
Demant/Aagesen (2022), 9, 17. 
E.g. a snowflake for cocaine, a pill for MDMA or a maple leaf for cannabis, see: Kettering, et 
al. (2023), 42; McCulloch/Furlong (2019), 55. 
Bakken (2021), 61; Demant/Aagesen (2022), 6; Demant, et al. (2019), 380; Groshkova, et al. 
(2022); Haupt, et al. (2022), 8; Kettering, et al. (2023), 58; McCulloch/Furlong (2019), 27 f., 38, 
40, 44 f., 52; Van der Sanden, et al. (2024), 385. 
Screenshots captured by the author. 
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moderators, allowing for automated discoveries of illicit content.111 However, 
while content moderation clearly impacts drug dealing and the market dynam-
ics on a given platform, researchers noted that a decline in sales on a specific 
digital market can, at best, be described as resulting in a dispersion of mar-
kets, where either new types of markets emerge on the same platform, such as 
the shift from open to restricted Facebook groups, or a new platform is used, 
absorbing the previous market’s participants.112 Therefore, it is insufficient to 
leave content moderation entirely up to the platforms’ discretion, as combating 
social media drug markets requires that all platforms uphold a minimum stan-
dard of content moderation because, as Eck’s framework and preliminary re-
search show, the market will always move to a digital space, where the plat-
form provider does not adequately take on the role of place manager. In order 
to guarantee a minimum standard of effective content moderation, legislative 
action might be necessary, as will be discussed in the last section of this paper. 

Upon observation of these markets, their most apparent attribute is their open 
and competitive structure, which primarily stems from the fact that market ac-
cess is effortless, requiring, at most, a link to access a specific forum.113 Hence, 
sellers constantly struggle to keep existing buyers and expand their reach.114 

As for the buyers, they rely on Hashtags of popular drug related slang words, 
codified emojis as well as algorithmic suggestions of new profiles to expand 
their network of buyers.115 

Furthermore, these markets can be described as seller-centric, meaning that 
the majority of posts observed are sellers advertising currently available goods, 
which creates an environment in which the buyer only has to choose with 
whom he or she wants to engage in a transaction, further reducing the barrier 
of entry associated with having to initiate a transaction.116 

Adhering to Eck’s observations, the openness of said markets, however, also 
increases risks for both parties. In addition to the risks traditionally associated 
with drug markets, researchers noted an increased risk of coming into contact 
with organized crime groups and receiving low quality or adulterated drugs 

Chuanbo, et al. (2021), 19 f.; Rupa/Gangopadhyay (2020), 242 f.; cf. Oranburg (2022), 595; 
Fuller, et al. (2024), 67. 
Demant/Aagesen (2022), 25. 
Demant/Aagesen (2022), 19; Bakken/Demant (2019), 257 f., 260; Moeller (2022), 498; Van der 
Sanden, et al. Discord (2022), 469 f. 
Bakken/Demant (2019), 258. 
Bakken/Demant (2019), 258; Coomber, et al. (2023), 18; McCulloch/Furlong (2019), 14, 38 f., 
43; cf. Demant/Aagesen (2022), 10; Petersen, et al. (2021). 
Bakken/Demant (2019), 260; Demant/Aagesen (2022), 19; Coomber, et al. (2023), 18; De-
mant/Bakken (2019), 9, 13, 17 f.; Demant, et al. (2019), 384. 
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when sourcing drugs through public social media drug markets.117 One study 
linked the increased risk of detection for sellers to significantly larger quantity 
discounts offered on social media in comparison to cryptomarkets, indicating 
that sellers perceive the risk of detection to be higher as they are more pressed 
to get rid of large quantities of drugs quickly.118 To limit the risk for buyers, 
some markets employ rating systems similar to those found on dark net cryp-
tomarkets.119 However, these are only rarely encountered, most likely due to 
the limited hierarchical structure of social media drug markets. The limited 
examples found further indicated that their mechanisms are severely non-
transparent and less effective.120 Moreover, such a system can only exist within 
confined groups; thus, the strictly public market can, at best, rely on social 
media’s inherent features, namely likes and comments, to navigate the figura-
tion of trust.121 

2. Private Digital Markets 

In contrast to traditional private markets, a private digital market no longer 
relies on the existence of an attestant to connect buyers and sellers, as the in-
formation required to reach a seller is rapidly disseminated via public social 
media posts. The defining feature of this market type, however, is the use of, 
usually encrypted, digital communication channels to establish a peer-to-peer 
connection between buyer and seller.122 Having said that private digital markets 
exist in two very distinct ways. The first one being an extension of the pub-
lic markets, where, as explained above and visible in figure 4, a buyer finds a 
seller’s contact information, and the transaction gets finalized through direct 
communication via an encrypted application.123 Additionally, functioning sim-
ilarly to analogue private markets, a seller’s contact information might also be 
shared among friends and acquaintances. Here social media becomes only rel-
evant as a means of contact, with its role effectively not differing from a mobile 
phone.124 

Demant/Aagesen (2022), 21; Dewey/Buzzetti (2024), 8 f.; Moeller (2022), 501; Moyle, et al. 
(2019), 108 f.; Van der Sanden, et al. (2021), 7; Van der Sanden, et al. Discord (2022), 457, 464, 468. 
Moeller/Munksgaard/Demant (2021), 4. 
Cf. Martin (2014), Moeller (2022), 496 w.f.r. 
Bakken (2021), 52; Bakken/Demant (2019), 259; Coomber, et al. (2023), 22; Demant/Aagesen 
(2022), 21 ff.; Moeller (2022), 498; cf. Van der Sanden, et al. Discord (2022), 467 f. 
Bakken/Demant (2019), 260; Moyle, et al. (2019), 107. 
Bakken/Demant (2019), 258 f.; Moyle, et al. (2019), 102; Van der Sanden, et al. Choice (2022), 2. 
Demant, et al. (2019), 383; INCB (2024), 6; McCulloch/Furlong (2019), 46 f., 62; Moyle, et al. 
(2019), 108. 
Bakken/Demant (2019), 259 f.; Van der Sanden, et al. Choice (2022), 5; cf. as a whole: May/
Hough (2004). 
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On the other hand, private communication via social media is frequently used 
for social supply, which denotes “small-scale drug selling carried out between 
friends or social contacts, often with the intention to recoup the costs of the 
seller’s own drug consumption or to earn a modest profit.”125 These supply 
chains usually employ whatever social media platform is used for non-drug re-
lated communication as well, thus shifting perceptions of what is considered 
drug dealing to the extent that sellers do not realize the criminal nature of 
their behavior.126 Nonetheless, social supply remains a way to avoid a commer-
cial drug market and can thus function as a form of harm reduction.127 How-
ever, as the focus of this work lies on commercial markets, the following ob-
servations largely omit the social supply market unless specifically noted.128 

Fig. 4: Public social media profiles directing buyers to private chat messenger apps.128 

The last defining aspect of private markets is their buyer-centric nature, as 
they are reliant on the buyer initiating a transaction.129 On the other hand, 
what substances are traded usually depends on what a given seller has avail-

Van der Sanden, et al. Choice (2022), 2; cf. Moyle, et al. (2019), 108; Van der Sanden, et al. 
(2023), 384 f. 
Van der Sanden, et al. Choice (2022), 2, 6 f.; cf. as a whole: Van der Sanden/Wilkins/Rychert 
(2023). 
Moyle, et al. (2019), 109; Van der Sanden, et al. Choice (2022), 8; Van der Sanden, et al. (2023); 
393; cf. Coomber/Turnbull (2007), 860. 
Screenshots captured by the author. 
Bakken/Demant, 260 f. 
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able; however, given the intermingled nature of public digital drug markets 
and commercial private ones, that usually does not limit a buyer’s ability to 
source a specific drug.130 This presents one of the two fundamental differences 
to analogue private markets, in which expanding a network is limited by one’s 
social contacts, which generally do not involve a seemingly infinite number of 
drug sellers. 

3. Semi-Public Digital Markets 

The key feature of private digital markets, as opposed to private analogue mar-
kets, is the possibility for sellers to communicate with a larger network of buy-
ers without having to advertise publicly, thus limiting their own risk of de-
tection. In these semi-public markets sellers make use of social media and 
messenger apps, which allow them to advertise their products to previous 
buyers or people who have shown interest in buying drugs.131 Stories, which 
are pictures that remain visible to given contacts for 24 hours on platforms 
such as Snapchat or WhatsApp, as well as messages sent to multiple people, 
are frequently used for this purpose.132133 

Fig. 5: Various Snapchat Stories advertising drugs and other illicit goods.133 

Figure 5 shows screenshots taken from a Danish research profile on Snapchat 
that befriended various social media drug sellers. Noteworthy at first is the ex-
plicit use of drug related slang words and emojis in profile names, which makes 
these profiles easy to find for buyers but should also trivialize detection by 
the platform. Furthermore, both stories posted by the same Snapchat account 

Cf. Demant/Aagesen (2022), 19; McCulloch/Furlong (2019), 63 f.; Moyle, et al. (2019), 106. 
Demant/Aagesen (2022), 9; Demant/Bakken (2019), 9; Moyle, et al. (2019), 107. 
Bakken/Demant (2019), 257, 261; McCulloch/Furlong (2019), 30; Van der Sanden, et al. Dis-
cord (2022), 457. 
Demant/Aagesen (2022), 11 f. 
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ask interested people to contact them via different phone numbers.134 This 
shows that Snapchat is used only for its possibility of semi-public advertise-
ment, whereas contact gets directed to other, likely better encrypted, mes-
senger apps.135 Moreover, the use of different phone numbers suggests that 
the profile in question is part of a larger, organized operation, placing itself 
consciously between private and public markets. Lastly, the story on the left 
involves a raffle, where participants can win from three to five grams of co-
caine,136 indicating further that professional social media drug sellers utilize 
semi-public markets as an important platform for advertisement since giving 
away twelve grams of cocaine makes no sense for a seller in a social supply 
context. Thus, research on the involvement of professional sellers and orga-
nized crime must further focus on semi-public marketing strategies. 

On the other hand, it bears noting that in most other cases, the advertisement 
was directed at finalizing a transaction directly via Snapchat,137 especially in 
less organized market environments and, though research in this context does 
not exist, most likely also in the context of social supply. 

In short, social media drug markets fall into the same categories as illicit mar-
kets generally, with the key exception that moving from one market to an-
other is not only simple but ingrained in the inner workings of most of these 
markets. Public and anonymous social media accounts are used by buyers and 
sellers to expand their networks, whereas private social media platforms, of-
ten sophisticatedly encrypted chat messaging services, are then used to final-
ize transactions. Lastly, certain applications combine features of both market 
types, allowing for limited and targeted advertising aimed at previous cus-
tomers, demonstrating that newly emerging technological features can and 
will be utilized by participants of the drug trade now and in the future. It is, 
therefore, imperative to develop a robust and consistent liability framework to 
prevent the distribution of illicit content by upholding uniform content moder-
ation standards for illicit user-generated content. 

D. Characterization of Market Participants 

Despite the few studies concerning the social media drug trade, one common 
denominator of those focused on market participants was that buyers on so-
cial media were disproportionately younger and often previously unexposed 

cf. for the translation: Demant/Aagesen (2019), 11. 
Cf. also McCulloch/Furlong (2019), 31. 
Demant/Aagesen (2022), 11. 
McCulloch/Furlong (2019), 30 ff. 
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to drugs.138 A study from New Zealand indicates that the relationship between 
age and drug purchases on social media was especially pronounced for people 
under the age of 20, with the strongest correlation being observed with regard 
to minors, aged 16 to 17.139 

Perhaps unsurprisingly, frequent social media consumption correlated with 
seeing as well as buying drugs through social media.140 One study further fo-
cused on character traits, which were more frequently observed in young 
adults sourcing drugs through social media. First and foremost, said study dis-
covered that young adults sourcing drugs online showed lower self-control, 
as opposed to both non-drug users and young adults which sourced drugs 
through analogue means.141 

Low self-control denotes a person’s inclination to focus on the short-term 
gratification of their needs, wants, and desires associated with a behavior in-
stead of its long-term negative consequences.142 The self-control theory then 
notes that low self-control is frequently associated with certain character 
traits and behavioral patterns, which include impulsivity, insensitivity, or a 
tendency to respond to conflict physically rather than verbally.143 Consequently, 
people with low self-control tend to engage in criminal behavior more fre-
quently.144 This link has been abundantly supported by empirical research, 
which, above all, shows that low self-control is especially associated with street 
crimes.145 Thus, the social media drug market appears to specifically target and 
cater to young adults at heightened risk of engaging in criminal behavior. 

Furthermore, online drug buyers had fewer friends offline and showed a 
plethora of signs of psychological distress as well as signs of issues stemming 
from addiction, namely excessive forms of drinking, gambling, and internet 
use.146 These characteristics might also be rooted in or related to lower self-
control, but this relationship was not explored further. Regardless, it is impor-

Demant/Aagesen (2022), 3; Demant, et al. (2019), 378; McCulloch/Furlong (2019), 9; Mon-
gan, et al. (2022), 63; Moyle, et al. (2019), 109; Van der Sanden, et al. Discord (2022), 469; Van 
der Sanden, et al. (2021), 7; cf. Oksanen, et al. (2020), 33. 
Van der Sanden, et al. (2021), 7. 
Fuller, et al. (2024), 65; McCulloch/Furlong (2019), 16; Van der Sanden, et al. (2021), 7. 
Oksanen, et al. (2020), 32 f., note: while the study did not distinguish between buyers of 
drugs on social media and dark net cryptomarkets, the majority of participants did source 
their drugs through social media. 
Gottfredson/Hirschi (1990), 32 f.; Opp (2020), 156 w.r.t. Gottfredson (2017). 
Gottfredson/Hirschi (1990), 89 f. 
Gottfredson/Hirschi (1990), 90. 
Cf. Burt (2020), 47 w.f.r.; specifically, regarding cybercrime: Henson/Swartz/Reyns (2017), 
767. 
Oksanen, et al. (2020), 33. 
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tant to note that, even in comparison to drug users on analogue markets, buy-
ers on digital drug markets appear to be significantly more likely to suffer from 
or develop addictions and other psychological problems. Another study, which 
did not primarily focus on characteristics of digital drug market participants, 
discovered that buyers of methamphetamine on social media were more fre-
quently unemployed and had a poorer education than those sourcing on ana-
logue markets; however, the same correlation could not be discovered with re-
gards to buyers of cannabis.147 Further research in this field is strongly advised, 
as unemployment and, to a lesser extent, poor education status also present 
additional risk factors for engaging in criminal behavior in general.148 

Considering the characteristics of sellers, buyers in one study noted that they 
perceived to be buying drugs from a professional dealer or gang member much 
more frequently on social media drug markets as opposed to other markets.149 

The apparently dominant role of commercial drug sellers and organized crime 
groups might have serious implications when it comes to harm reduction, as 
it indicates young adults moving away from social supply options, which previ-
ously served as an important buffer protecting young and inexperienced buy-
ers from the exploitation frequently associated with commercial drug mar-
kets.150 

A further nethnographic discovery highlights that dealers consciously use 
their public platform in order to build trust with their target audience and 
create a sort of parasocial relationship with their customers, a phenomenon 
which has been studied and confirmed regarding social media influencers.151 

Similarly to influencers, some dealers posted humorous content and shared 
snippets from their daily lives, which led to young buyers of drugs on social 
media stating that they viewed these accounts as friends rather than dealers,152 

thus leaving them more vulnerable to exploitation and reducing trepidations 
around buying and using drugs.153 Furthermore, social media is also used by 
dealers to glorify their own role and lifestyle, posting videos and images of 
large sums of cash as well as luxury goods, such as designer clothing and high 
end cars.154 

Van der Sanden, et al. (2021), 5 f. 
Cf. generally Britto/Pinotti/Sampaio (2022); Groot/Maassenvandenbrink (2010); Hjalmars-
son & Lochner (2012); Jawadi, et al. (2021). 
Van der Sanden, et al. (2021), 4 ff. 
Coomber/Turnbull (2007), 860; Taylor/Potter (2013), 401 ff.; Van der Sanden, et al. (2021), 8. 
Kim/Song (2016), 574 f.; McCulloch/Furlong (2019), 59; Reinikainen/Munnukka/Maity 
(2020), 290 f.; Zhang/Mac (2023), 1832. 
McCulloch/Furlong (2019), 23, 59 f.; cf. Kettering, et al. (2023), 45 
McCulloch/Furlong (2019), 5. 
Id., 60. 
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E. Consequences of Social Media Drug Dealing 

The subsequent sections deal with ramifications associated with social media 
drug markets. While these have been subject to some scholarly attention, the 
data available at the time of writing only allows for the identification of trends 
and potential consequences, which should be subject to further academic dis-
cussion and empirical testing. 

1. Normalization of Drug Use 

Amid the observed trends is the normalization of drug use among adolescents 
due to the increased visibility of drugs on social media,155 thus creating or re-
inforcing the belief that drug use is common and largely free of consequences, 
even in cases where survey participants were completely oblivious as to their 
digital traces and the potential of monitoring by LEA.156 To what extent so-
cial media drug markets contribute to the normalization of drug use must be 
tested further. However, drawing from normalization theory, it can be demon-
strated that social media drug markets involve direct implications for the nor-
malization of drug use among adolescents and young adults. 

The concept of normalization relates to the inclusion and acceptance of deviant 
people or groups and their behavior within society.157 Though it has to be noted 
that behavior that has been normalized does not become “normal”, it has 
rather moved from “the margins towards the center of youth culture where 
it joins many other accommodated ‘deviant’ activities.”158 Since its emergence, 
it has been widely accepted as the central sociological framework concern-
ing drug use.159 According to the theory, measuring normalization observes the 
following five dimensions: “access and availability, drug trying rates, rates of 
drug use, attitudes to ‘sensible’ drug use by adolescents and young adults, es-
pecially of non-users, and the degree of cultural accommodation of illegal drug 
use.”160 Adhering to these five parameters, it can be demonstrated how social 
media drug markets affect the normalization of drug use among adolescents 
and young adults. 

Fuller, et al. (2024), 69; McCulloch/Furlong (2019), 57. 
Bakken/Oksanen/Demant (2022), 431; Fuller, et al. (2024), 69; McCulloch/Furlong (2019), 
57; Moyle, et al. (2019), 108. 
Parker/Aldridge/Measham (1998), 152; Parker/Williams/Aldridge (2002), 942. 
Parker/Aldridge/Measham (1998), 152. 
Measham/Shiner (2009), 502; Pennay/Mesham (2016), 187; cf. Aldridge/Measham/Williams 
(2011), 218. 
Parker/Aldridge/Measham (1998), 153 ff.; Parker/Williams/Aldridge (2002), 944. 

155 

156 

157 

158 

159 

160 

42 | Next Generation Nr. 11



The first dimension of normalization measures the accessibility of drugs, stat-
ing that increasingly available drugs are indicative of an increase in accep-
tance.161 Regarding digital drug markets, it has been shown for darknet cryp-
tomarkets that an increase in subjective availability drives the process of 
normalization forward.162 As mentioned previously, social media drug markets 
increase the subjective availability of drugs, especially for adolescents who oth-
erwise had to rely on social supply options. Hence, it is reasonable to assume 
that social media drug markets further normalization among these groups. 

The second and third dimensions measure drug trying rates and drug use 
among young adults. As a consequence of the sustained primacy of analogue 
drug markets, research focusing on the impact of social media markets on 
drug trying and drug use remains lacking. As noted above, social media drug 
markets disproportionally target inexperienced and novice drug users, which 
suggests that drug trying rates on social media should be higher; but currently, 
this assumption can neither be confirmed nor denied. Drug use among young 
people, generally speaking, has been declining since 2020, but this most likely 
stems at least partially from effects of the Covid-19 pandemic.163 However, 
considering the positive relationship between social media advertisement and 
buying behavior in general,164 as well as the association between having used 
drugs and seeing drugs advertised on social media,165 it can be reasonably in-
ferred that drugs being advertised on social media increases drug use among 
its target audience. Nonetheless, substantial further research is necessary. 
Additionally, research should also focus on the supply gateway effect and 
whether its effects are limited to drug users expanding their drug repertoire 
or if a similar effect can be observed concerning drug novices, as the empirical 
research discussed above suggests. 

The last two dimensions relate to how socially and culturally accommodated 
drug use within a population is. Again, a comprehensive analysis of either cri-
terion does not exist, but indications of social media’s effect on social and 
cultural accommodation can be determined. Social accommodation measures 
attitudes towards drug use, which has been superficially touched upon in em-
pirical research. E.g., only fifty-two percent of participants under the age of 
18 were uncomfortable and concerned about seeing drugs advertised online, 

Bakken/Demant (2019), 18; Pennay/Mesham (2016), 187. 
Barrat, et al. (2016), 55. 
Jones (2023); Miech, et al. (2023), 108, 163. 
Ertemel/Ahmad (2016), 87; Haider/Shakib (2018), 10 f.; Zhao, et al. (2022), 9 w.f.r; cf. McCul-
loch/Furlong (2019), 20. 
McCulloch/Furlong (2019), 19. 

161 

162 

163 

164 

165 

Next Generation Nr. 11 | 43



as opposed to the sixty-seven percent over 18 years old.166 This implies that 
the normalization effect of social media drug markets is specifically pronounced 
among adolescents, which aligns with the previously discussed findings. Cul-
tural accommodation, on the other hand, measures how drug use becomes a 
recreational activity which fits into adolescents’ and young adults’ daily lives.167 

Such an assessment naturally is difficult,168 however, the widespread adver-
tisement of drugs on social media in and of itself serves as at least an indi-
cation of the cultural accommodation of drug use. Furthermore, some sellers’ 
engagement with humorous content, such as memes, which are deeply embed-
ded in social media sub- and pop culture in general,169 serves as another indi-
cation that social media drug commerce is accepted and ingrained within this 
online subculture. 

Thus, further research should comprehensibly focus on social media’s role in 
fostering the normalization of drug use among adolescents and young adults, 
given the abundance of empirical indications of social media’s impact on the 
normalization of drug use, especially in this age group. 

Additionally it bears noting that normalization appears to also extend its ef-
fects to drug dealing, especially with regard to social supply and recreational 
cannabis dealing.170 In the context of social supply, social media’s omnipres-
ence and familiarity of use also appear to influence perceptions of what counts 
as dealing drugs, thus facilitating a gradual shift from drug consumption to 
selling behavior.171 On the other hand, this effect might also get amplified by 
the self-glorification of dealers, thus enhancing adolescents’ risks of exploita-
tion by organized crime groups.172 

2. Drift Potential 

Another study highlights social media’s role as a gateway for young adults to 
engage in other criminal activities. Especially in semi-public markets, sellers 
use their communication channels to recruit people into partaking in such 
activities.173 Researchers came in contact with this phenomenon, even though 

Id., 19 f. 
Parker/Aldridge/Measham (1998), 156; Parker/Williams/Aldridge (2002), 949. 
Parker/Williams/Aldridge (2002), 948. 
Castaño Díaz (2013), 95 ff.; Luu (2020); Zenner/Geeraerts (2018), 186 f., 190. 
Childs/Bull/Coomber (2022), 409 f.; Coomber/Moyle/South (2016), 261. 
Van der Sanden, et al. Choice (2022), 2. 
McCulloch/Furlong (2019), 57. 
Demant/Aagesen (2022), 12. 

166 

167 

168 

169 

170 

171 

172 

173 

44 | Next Generation Nr. 11



the research profiles were seemingly only interested in buying popular party 
drugs.174 Thus, participants of semi-public drug markets will likely be con-
fronted with such advertisements.175 

Fig. 6: Examples of Snapchat stories advertising criminal business opportunities.175 

Figure 6 allows for the identification of two types of posts contributing to so-
cial media’s drift potential. The image on the left shows a drug dealer looking 
for help in his drug selling operation, which was the primarily encountered 
phenomenon. The required tasks ranged from “mule” activity, like using their 
private bank accounts for transactions, withdrawing cash or buying goods, 
supporting roles such as drivers, to joining an organized dealer network.176 The 
image on the right, however, stems from a Snapchat account dedicated to 
making money through illegitimate or illegal means, which was algorithmically 

Id., 14. 
Ibid, translation of the left image: ‘Seeking a driver, private message for [info about] the 
pay, on the weekend who will deliver pift’ (slang for cocaine)., translation of the right image: 
‘They need people who will take a monthly trip to Norway. They are offering 30 000 DKK 
(4 000 EUR) plus 2 000 DKK (270 EUR) for each trip. Everything is paid for, and they would 
also need the person engaged to move their address to Norway’. 
Id. 12, 14. 
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suggested to both research accounts partaking in the nethnographic study ob-
serving drug dealers, thus signalling that these accounts potentially reach far 
among social media drug buyers.177 The transnational dimension, as well as the 
reward for partaking in the crime advertised in the image on the right, further 
suggests the involvement of a (transnational) organized crime group in the social 
media drug market ecosystem and indicates active recruitment efforts by orga-
nized crime groups among buyers of drugs on social media. 

In conclusion, the combination of social media drug buyers’ higher risk of en-
gaging in criminal behavior in general, the progressive normalization and, at 
times, glorification of both drug use, drug dealing, and other criminal behavior, 
as well as the drift potential fuelled by social media’s affordances potentially 
creates a gateway for adolescents and young adults to engage in criminal ac-
tivities tied to drugs and beyond. 

Id. 13. 177 
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IV. Legal Approaches to Combat Social Media Drug 
Markets 

In light of these  newly emerging drug markets, the question of how to address 
the negative consequences outlined in the previous section arises. Drug use, 
especially among adolescents, is an inherently complex phenomenon.178 Thus, it 
is impossible to comprehensively analyze potential solutions within the scope 
of this paper, especially because many of the issues related to drug use are not 
unique to drugs sourced or traded via social media. Considering the complex-
ity of the underlying issue, it is not at all surprising that potential solutions 
concerning adolescent drug use stem from various disciplines ranging from 
increased education179 and prevention programs180 to legal approaches. From 
a criminal justice perspective, it bears noting in this context that most of the 
specific risks of social media drug markets, which go beyond the consumption 
of drugs itself, could be addressed by decriminalization or legalization, which, 
on one hand, would allow for adequate protection of minors, similarly to al-
cohol and tobacco, and, on the other hand, decrease further harm associated 
with social media drug markets.181 While such a development would be desir-
able from a criminological perspective,182 legalization is also a political issue, 
and rapid developments cannot be expected in this regard.183 

Thus, the following section focuses on specific legal approaches to combat the 
social media drug markets, namely by focusing on the United States’ legal con-
ception of interactive service provider’s liability with regard to user-generated 
content. Social media companies, as demonstrated above, assume the role of 
managers in Eck’s theoretical framework and thus have a significant impact on 
the formation and effectiveness of public and semi-public drug markets. Nev-
ertheless, platforms seem to be largely unwilling to prevent the formation of 
such markets, begging the question of whether they can and should be held 
liable for their inaction. In view of the still persisting criminal nature of drugs, 
the emphasis lies primarily on criminal liability and its capability to prevent 
unregulated social media drug markets from forming, with references to civil 

Baciu (2018), 61; EMCDDA (2023), 8; EMCDDA (2021), 7; National Harm Reduction Coalition 
(2020); Schlag (2020), 2. 
Griffin/Botvin (2010), 510 f.; cf. McCulloch/Furlong (2019), 79. 
Flora (2022); 289 f.; Griffin/Botvin (2010), 511 ff. 
Van der Sanden, et al. Discord (2022), 472. 
Earp/Lewis/Hart (2021), 10 f.; Hughes/Stevens (2010), 1008 ff., 1017 f.; Meyers (2023), 253 ff., 
especially 268 f.; Stevens, et al. (2019), 47. 
E.g. the lengthy and tedious process of decriminalization of recreational cannabis use in 
Germany: cf. McHugh (2024); Parker (2024); Schuetze (2024). 
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liability where necessary. This section focuses on United States law since most 
social media platforms discussed previously have their legal domicile in the 
United States and usually store gathered user data there.184 This is largely due 
to 47 U.S.C. § 230(c)(1), providing a “safe haven”185 for social media platforms. 
Hence, the subsequent sections deal with this provision, its history, judicial in-
terpretation, and causes for concern before examining notice and takedown 
procedures as other forms of navigating the issue of platform responsibility. 

A. Section 230(c)(1) 

Beginning with an examination of its wording, Section 230(c)(1) states that “No 
provider or user of an interactive computer service shall be treated as the 
publisher or speaker of any information provided by another information con-
tent provider.” In other words, it prevents any civil and state criminal liability 
for interactive computer services acting as publisher or speaker, provided that 
the information in question was provided by a third party information content 
provider, where the interactive computer service merely provides the means 
to disseminate information.186 By statutory definition an interactive computer 
service is “any information service, system, or access software provider that 
provides or enables computer access by multiple users to a computer server, 
[…]”187 Furthermore, the judicial interpretation of this term has been very ex-
tensive,188 leaving no doubts as to the applicability of Section 230(c)(1) on social 
media platforms.189 On the other hand, the term information content provider, 
which encompasses “any person or entity that is responsible, in whole or in 
part, for the creation or development of information provided through the 
Internet or any other interactive computer service”,190 has been interpreted 
rather narrowly by the courts, mitigating its applicability to social media plat-
forms and other information content providers.191 In that regard, it has been 
established within a year of the provision’s emergence that minor editorial 

EFF (n.d.).; cf. Roth (2023). 
Citron/Wittes (2017), 403; EFF (n.d.); Oranburg (2022), 595 ff.; Weaver (2022), 626 ff. 
Doe v. Twitter, Inc., 555 F. Supp. 3d 889, 897 (N.D. Cal. 2021); Brannon/Holmes (2024), 9; 
Scheurmann (2022), 431; Weaver (2022), 619. 
47 U.S.C. 230(f)(2). 
Ricci v. Teamsters Union Local 456, 781 F.3d 25, 28 (2d Cir. 2015); Carafano v. Metros-
plash.com, Inc., 339 F.3d 1119, 1123 (9th Cir. 2003); Tenzer/Margulis (2022), 56; Holmes 
(2023), 4. 
Cf. Doe v. Twitter, Inc., 555 F. Supp. 3d 889, 897 (N.D. Cal. 2021); Poole v. Tumblr, Inc., 404 F. 
Supp. 3d 637, 641 f. (D. Conn. 2019); Pennie v. Twitter, Inc., 281 F. Supp. 3d 874, 890 (N.D. Cal. 
2017); Klayman v. Mark Zuckerberg & Facebook, Inc., 753 F.3d 1354, 1357 (D.C. Cir. 2014). 
47 U.S.C. 230(f)(3). 
Carafano v. Metrosplash.com, Inc., 339 F.3d 1119, 1123 (9th Cir. 2003). 
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changes did not constitute liability on behalf of the platform providers,192 thus 
creating an environment in which platforms were practically immune to con-
sequences, of both civil and criminal nature,193 arising from third party con-
tent, such as drug advertisements. This consequence has only been further ex-
acerbated by subsequent judicial decisions, which will be the focus of a later 
section. Additionally, note at this point that the provision involves some ex-
ceptions in Section 230(e), which will also be the topic of a subsequent section. 

1. Historical Background 

In order to understand how Section 230(c)(1) has been construed to provide an 
almost all-encompassing immunity for social media platforms since its enact-
ment in 1996, it bears examining the historical context of its enactment. Sec-
tion 230(c)(1) is largely understood to be a direct response to the New York 
state trial court’s decision Stratton Oakmont, Inc. v. Prodigy Servs. (Stratton), 
in which Prodigy was held liable as the publisher of defamatory remarks made 
by a third party on its computer bulletin board “Money Talk”.194 To add fur-
ther controversy, the court argued that because Prodigy exercised some edi-
torial control over the 60’000 messages posted daily, its role amounted to that 
of a publisher, substantiating Prodigy’s liability.195 In a similar case, however, 
another New York District Court prevented an internet service provider from 
being held liable as a publisher of defamatory statements because it did not 
exercise any editorial control.196 This created an untenable situation, in which 
liability could only be avoided by exercising no control over user-generated con-
tent, which was among the reasons for the enactment of section 230(c)(1).197 

Additionally, the legislators feared that the application of publisher liability 
as defined in Stratton would impose unduly constraints on the growth of the 

Batzel v. Smith, 333 F.3d 1018, 1031 (9th Cir. 2003); Ben Ezra, Weinstein, & Co. v. America 
Online Inc., 206 F.3d 980, 985 f. (10th Cir. 2000); Zeran v. America Online, 129 F.3d 327, 330 
(4th Cir. 1997). 
Carome/Payton/Jain (1997); cf. Barnes v. Yahoo!, Inc., 565 F.3d 560, 566 (9th Cir. 2009); Cit-
ron/Wittes (2017), 406. 
Stratton Oakmont, Inc. v. Prodigy Servs., 23 Media L. Rep. (BNA) 1794, (N.Y. Sup. Ct. 1995); 
141 Cong. Rec. (1995), H 8469 f. (statement of Rep. Christopher Cox); Senate Report 104-230 
(1996), 194; Brannon (2019), 1. 
Stratton Oakmont, Inc. v. Prodigy Servs., 23 Media L. Rep. (BNA) 1794, 4 ff. (N.Y. Sup. Ct. 1995) 
w.r.t. Miami Herald Publishing Co. v. Tornillo, 418 U.S. 241, 258 (1974). 
Cubby, Inc. v. Compuserve Inc., 776 F. Supp. 135, 137 f., 140 f. (S.D.N.Y. 1991). 
141 Cong. Rec. (1995), H 8469 f. (statement of Rep. Christopher Cox); Oranburg (2022), 604; 
Stern (2009), 560 f. 
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internet.198 This sentiment led to the explicit enumeration of the provision’s 
goals, which, according to Section 230(b), involves the promotion of “the con-
tinued development of the Internet and other interactive computer services”199 

and the preservation of “the vibrant and competitive free market that 
presently exists for the Internet and other interactive computer services.”200 

Lastly, legislators surmised that by removing the threat of liability due to con-
tent moderation, platforms would be willing and able to create and enforce 
their own content moderation guidelines.201 

In conclusion, Section 230 as a whole has proven to be effective in achieving 
these objectives, to the extent that it has been coined “the Twenty-Six Words 
That Created the Internet”202, indicating that the internet as we know it today, 
especially with regard to social media platforms,203 would not be the same. 

2. Development through Judicial Interpretation 

As mentioned at the beginning of this section, the courts have interpreted 
the explicit wording of Section 230(c)(1) and its applicability very broadly, 
constructing a far-reaching defense against liability. This section provides an 
overview of the relevant court decisions, which have had further implications 
for the extensive application of Section 230(c)(1) on social media platforms. 

As early as 1997, the United States Court of Appeals established that, despite its 
wording including only liabilities arising from an information content provider 
serving as a publisher and speaker, Section 230(c)(1) prevents all forms of lia-
bility stemming from user-generated content, most notably distributor liabil-
ity.204 For the purpose of this work, an in-depth analysis of the different forms 
of civil liability under United States law is not required; it is, however, relevant 
to note that the fundamental distinction between publisher and distributor li-
ability is that the latter requires only for the distributor to be aware of the il-
licit nature of the material distributed.205 Excluding distributor liability from 
the immunity provided by Section 230(c)(1) would, therefore, have forced in-
formation content providers to act against illicit content after receiving notice 

141 Cong. Rec. (1995), H 8470 (statement of Rep. Christopher Cox); cf. Zeran v. America On-
line, 129 F.3d 327, 330 (4th Cir. 1997); Tenzer/Margulis (2022), 55. 
47 U.S.C. § 230(b)(1); Stern (2009), 561. 
47 U.S.C. § 230(b)(2); Stern (2009), 561. 
47 U.S.C. § 230(b)(3) f.; Zeran v. America Online, 129 F.3d 327, 331 (4th Cir. 1997); Dumas 
(2022), 1584; Rucker (2023), 253. 
Kosseff (2019); cf. Green (2023), 49; Hoye (2023), 176; Oranburg (2022), 604. 
Engelberg (2021); Kosseff (2019), 4; cf. Citron/Wittes (2017), 412 f.; Goldman (2017), 2. 
Zeran v. America Online, 129 F.3d 327, 331 ff. (4th Cir. 1997). 
Keeton/Dobbs/Keeton (1984), 810 f.; Cf. Smith v. California, 361 U.S. 147, 152 ff. (1959). 
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of said content.206 In consequence, generally, neither criminal liability nor any 
other form of liability can be based on inaction after receiving notice of illicit 
content. 

In direct reference to its aforementioned purpose, the court stated that lia-
bility upon notice would “[reinforce] service providers’ incentives to restrict 
speech and abstain from self-regulation.”207 It cited practical reasons, namely 
service providers’ inability to manually investigate all notices, as having a chill-
ing effect on free internet speech.208 Since then, courts have adopted this rea-
soning, shielding interactive computer services from any liability, even in cases 
where platforms knowingly published illegal content.209 Furthermore, courts 
have established that when in doubt, a court must decide in favor of immu-
nity,210 which has led to such an extensive application of immunity that it even 
covered platforms that were consciously designed to enable illegal activities.211 

The courts were further occupied with determining at what point and to 
what extent a platform’s features and data processing create new information, 
which would no longer be protected under Section 230(c)(1). In its decision 
Fair Housing Council v. Roommates.com (Roommates), the Ninth Circuit Ap-
peals Court was posed the question of whether a matchmaking service for 
roommates was allowed to force users to disclose preferences involving dis-
criminatory criteria forbidden under the Fair Housing Act212, which were then 
used to filter potential matches.213 The court concluded that while the infor-
mation concerning discriminatory preferences originated from a third party, 
by forcing its subscribers to disclose this information, roommates.com was at 
least partially involved in developing this information, hence operating as an 
independent information content provider.214 

Furthermore, the court noted and addressed the issue that any website func-
tion could be viewed as developing information, thus eliminating Section 

Cf. Zeran v. America Online, 129 F.3d 327, 332 f. (4th Cir. 1997); Pincus (1999), 285. 
Zeran v. America Online, 129 F.3d 327, 333 (4th Cir. 1997). 
Ibid. 
Malwarebytes, Inc. v. Enigma Software Grp. USA, LLC, 592 U. S. ____, 4 (2020) w.f.r; Citron 
(2023), 717. 
Goddard v. Google, Inc., Case Number C 08-2738 JF (PVT), 4 (N.D. Cal. Dec. 17, 2008), w.r.t. 
Fair Hous. Council v. Roommates, 521 F.3d 1157, 1174 (9th Cir. 2008); Tremble (2017), 843. 
Jane Doe No. 1 v. Backpage.Com, LLC, 817 F.3d 12, 16 f., 21 (1st Cir. 2016). 
42 U.S.C. § 3604(c). 
Fair Hous. Council. v. Roommates, 521 F.3d 1157, 1160 (9th Cir. 2008); cf. Fair Housing. v. 
Roommates.com, 489 F.3d 921, 926 (9th Cir. 2007). 
Fair Hous. Council. v. Roommates, 521 F.3d 1157, 1165 (9th Cir. 2008); cf. Batzel v. Smith, 333 
F.3d 1018, 1035 (9th Cir. 2003). 
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230(1)(c)’s purpose.215 To distinguish between protected and non-protected 
forms of development it formulated the material contribution test, stating that 
development refers “not merely to augmenting the content generally, but to 
materially contributing to its alleged unlawfulness. In other words, a website 
helps to develop unlawful content and thus falls outside the scope of Section 
230 if it is directly and materially involved in the alleged illegality of the con-
duct.”216 On the other hand, the use of content neutral tools, such as a search 
engine by social media platforms, which could feasibly be used to conduct 
searches for sellers of illicit substances, would be protected under Section 
230(1)(c).217 To further illustrate the difference between content neutral tools 
and those materially contributing to unlawful content, in a similar case, the 
court argued that information disclosed to a dating website in answering a set 
of questions provided by the website through an open text field amounted to 
information provided by another information content provider, so long as it 
was provided through voluntary inputs by the user.218 The reason being that 
contrary to the questionnaire in Roommates, these questions did not necessar-
ily produce unlawful content, though they could be used to do so by pretending 
to be a popular actress.219 Similarly, roommates.com would not have developed 
information that violated the Fair Housing Act, which was provided in its open 
text box – arguably the most content neutral tool possible – as users were only 
encouraged to provide further information without necessarily involving dis-
criminatory criteria.220 

Since then, both federal and state courts have relied on adaptations of the ma-
terial contribution test to determine whether an information service provider 
also provided the content at stake.221 Unanimously, courts held that search 

Fair Hous. Council. v. Roommates, 521 F.3d 1157, 1167 (9th Cir. 2008). 
Fair Hous. Council. v. Roommates, 521 F.3d 1157, 1167 f. (9th Cir. 2008), emphasis added; cf. 
Kimzey v. Yelp! Inc., 836 F.3d 1263, 1269 (9th Cir. 2016). 
Cf. Fair Hous. Council. v. Roommates, 521 F.3d 1157, 1169 (9th Cir. 2008). 
Fair Hous. Council v. Roommates, 521 F.3d 1157, 1172 (9th Cir. 2008); Fair Housing v. Room-
mates.com, 489 F.3d 921, 927 f. (9th Cir. 2007); Carafano v. Metrosplash.com, Inc., 339 F.3d 
1119, 1124 (9th Cir. 2003); cf. for a differing view: Stern (2009), 577. 
Carafano v. Metrosplash.com, Inc., 339 F.3d 1119, 1121 f. (9th Cir. 2003); cf. Fair Hous. Council. 
v. Roommates, 521 F.3d 1157, 1171 f. (9th Cir. 2008); Fair Housing v. Roommates.com, 489 F.3d 
921, 927 f. (9th Cir. 2007). 
Fair Hous. Council v. Roommates, 521 F.3d 1157, 1161, 1173 f. (9th Cir. 2008); cf. Chicago 
Lawyers’ Comm., Civ. Rights v. Craigslist, 461 F. Supp. 2d 681, 698 (N.D. Ill. 2006). 
Hill v. Stubhub, Inc., 727 S.E.2d 550, 558 (N.C. Ct. App. 2012); Brannon/Holmes (2024), 18; 
cf. Force v. Facebook, Inc., 934 F.3d 53, 68 f. (2d Cir. 2019); Marshall’s Locksmith Serv. Inc. 
v. Google, LLC, 925 F.3d 1263, 1270 f. (D.C. Cir. 2019); Jones v. Dirty World Entertainment 
Recordings LLC, 755 F.3d 398, 410 ff. (6th Cir. 2014); Liapes v. Facebook, Inc., 95 Cal. App. 5th 
910, 928 f. (Cal. Ct. App. 2023). 
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engines, even if they performed some minor editorial changes,222 review sys-
tems223 and social media features, which merely allow parties to “post informa-
tion of their own independent choosing online”,224 were all content neutral and 
thus protected from liability under Section 230(1)(c). Lastly, courts have gen-
erally held that algorithms, especially when used to recommend user-generated 
content, did not amount to the development of content,225 though these deci-
sions were met with dissent by some judges.226 The following two paragraphs 
illustrate how the majority concluded that algorithmic recommendations do 
not materially contribute to the unlawfulness of content: 

In Dyroff v. Ultimate Software Group, the United States Court of Appeals dealt 
with the social network website Experience Project, which allowed users to 
create and join groups aimed at posting and discussing experiences and in-
terests as well as asking questions concerning the group’s topic.227 Because 
the website was anonymous and not moderated, topics ranged from “I Like 
Dogs” to “I Love Heroin”.228 To simplify navigation, existing groups were sug-
gested to users by machine-learning algorithms, which took into account, i.a., 
a user’s posted content.229 These algorithms connected Wesley Greer, a heroin 
addict, to a heroin dealer, eventually resulting in the death of Greer due to 
fentanyl poisoning.230 Addressing whether such algorithmic recommendations 
amounted to developing information, the court argued that users “were not 
required to disclose that they were looking for heroin or other illegal drugs. 
Rather, users were given something along the lines of blank text boxes in which 
they could post and share experiences, questions, and answers. The recom-
mendation and notification functions helped facilitate this user-to-user com-
munication, but it did not materially contribute, as Plaintiff argues, to the al-
leged unlawfulness of the content.”231 Summarizing its judgment as follows: 
“Plaintiff cannot and does not plead that Ultimate Software required users 
to post specific content, made suggestions regarding the content of poten-

O’Kroley v. Fastcase, Inc., 831 F.3d 352, 355 (6th Cir. 2016); Jones v. Dirty World Entertain-
ment Recordings LLC, 755 F.3d 398, 409 (6th Cir. 2014). 
Kimzey v. Yelp! Inc., 836 F.3d 1263, 1270 (9th Cir. 2016). 
Klayman v. Mark Zuckerberg & Facebook, Inc., 753 F.3d 1354, 1358 (D.C. Cir. 2014), emphasis added. 
Gonzalez v. Google LLC, 2 F.4th 871, 894 ff. (9th Cir. 2021); Dyroff v. Ultimate Software Grp., 
Inc., 934 F.3d 1093, 1098 f. (9th Cir. 2019); Force v. Facebook, Inc., 934 F.3d 53, 65 ff. (2d 
Cir. 2019). 
Gonzalez v. Google LLC, 2 F.4th 871, 920 ff. (9th Cir. 2021); Force v. Facebook, Inc., 934 F.3d 
53, 80 ff. (2d Cir. 2019). 
Dyroff v. Ultimate Software Grp., Inc., 934 F.3d 1093, 1094 (9th Cir. 2019). 
Ibid. 
Id, 1095, cf. supra fn. 69. 
Ibid. 
Id, 1099, emphasis added. 
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tial user posts, or contributed to making unlawful or objectionable user posts.”232 

Thus the judges entirely avoided the central issue of whether a recommenda-
tion in and of itself involves the genesis of new information, which will be dis-
cussed in a subsequent section. 

Both Gonzalez v. Google (Gonzalez) and Force v. Facebook (Force) dealt with the li-
ability of social media platforms, YouTube and Facebook, respectively, based on 
the algorithmic recommendation of terrorist content and profiles to users likely 
susceptible to such propaganda.233 Note that the United States Supreme Court 
has since remanded the Gonzalez ruling, unfortunately, without addressing Sec-
tion 230.234 Therefore, while Gonzalez is no longer a binding precedent, the Ap-
pellate Court is free to reaffirm its decision concerning the applicability of Sec-
tion 230(1)(c), and consequently, it will be treated as such.235 In both decisions, 
the court rejected the plaintiff’s notion that recommendations are new informa-
tion content so long as the underlying algorithms are content neutral,236 which 
would not be the case if a social media platform would only recommend specific 
unlawful content or specifically prompted the submission of unlawful content.237 

Additionally, the court in Force reasoned that the use of algorithmic content rec-
ommendation is consistent with ordinary functions of a traditional publisher.238 

Lastly, the Appellate Court broadened the notion of voluntary inputs – as defined 
in Roommates239 – to involve any voluntary or historical actions,240 thus expand-
ing the information that algorithmic recommendations can take into account un-
der the protection of Section 230(1)(c), from what has been explicitly provided by 
the user, to virtually any data that can be collected by the platform even without 
the user’s explicit consent.241 

In conclusion, the judicial interpretation of Section 230(1)(c) protects social 
media platforms from practically all forms of liability stemming from their en-
ablement of the drug trade flourishing on their platforms, even if they know of 
the issue, so long as they do not materially contribute to the illicit posts. 

Ibid, emphasis added. 
Gonzalez v. Google LLC, 2 F.4th 871, 880 f. (9th Cir. 2021); Force v. Facebook, Inc., 934 F.3d 
53, 59, 65 f. (2d Cir. 2019). 
Gonzalez v. Google LLC, 598 U.S. 617, 622 (2023). 
Holmes (2023), 13. 
Gonzalez v. Google LLC, 2 F.4th 871, 896 (9th Cir. 2021); Force v. Facebook, Inc., 934 F.3d 53, 
70 (2d Cir. 2019). 
Gonzalez v. Google LLC, 2 F.4th 871, 895 (9th Cir. 2021); cf. FTC. v. Accusearch Inc., 570 F.3d 
1187, 1199 (10th Cir. 2009). 
Force v. Facebook, Inc., 934 F.3d 53, 66 (2d Cir. 2019). 
Fair v. Roommates, 521 F.3d 1157, 1172 (9th Cir. 2008). 
Gonzalez v. Google LLC, 2 F.4th 871, 894 f. (9th Cir. 2021). 
Ibid; Dumas (2022), 1605 f.; cf. Carpenter v. United States, 138 S. Ct. 2206, 2220 (2018). 
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3. Exceptions under Section 230(e) 

To somewhat limit its broad application, Section 230 involves a catalogue of 
exceptions in subsection e, including federal criminal law and sex trafficking 
law, which will be the focus of the following paragraphs. 

Section 230(e)(1) explicitly excludes the immunity from applying to violations 
of federal criminal statutes. While this might indicate that despite the preced-
ing explanations, social media companies could be held criminally liable for 
their involvement in the facilitation of drug dealing, the reality is that given 
the current state of affairs, establishing such liability is virtually impossible.242 

While a plethora of federal statutes criminalize drug dealing behavior,243 in-
cluding behavior that takes place on the internet,244 these are, perhaps unsur-
prisingly, aimed at traffickers and sellers of drugs, not social media platforms 
acting as intermediaries enabling such behavior. Therefore, the only way to es-
tablish criminal liability for platforms is by demonstrating that they aided and 
abetted the drug dealers,245 which requires a specific intent by the aide that in-
volves both the facilitation of the commission of a crime by another and the un-
derlying substantive offense.246 Furthermore, it is not sufficient to merely know 
that a crime is being committed while refusing to intervene.247 In light of these 
requirements, it becomes apparent that unless a social media company is ac-
tively and willingly involved in the sale of drugs, social media platforms are not 
only protected from civil but also federal criminal liability.248 It bears explicit 
noting that the lack of criminal liability for social media platforms is, therefore, 
not only a product of Section 230 but also of inadequate criminal provisions 
that currently do not encompass social media platforms’ involvement in drug 
dealing. 

The same applies to state criminal liability. While Section 230(e)(3) explicitly 
mentions state law, indeed this cannot be seen as an exception, as the provi-
sion only allows states to enforce their laws which are consistent with Section 
230, thus providing “no substantive content”249. By implication, this means that 

Dyer (2014), 862; Radbod (2010), 611; Tremble (2017), 829. 
Cf. Attorney’s Office New Hampshire (2020). 
21 U.S.C. § 841(h)(1). 
18 U.S.C. § 2, cf. 21 U.S.C. § 841(h)(1)(B). 
Rosemond v. United States 572 U.S. 65, 77 ff. (2014); United States v. DePace, 120 F.3d 233, 
238 (11th Cir. 1997); United States v. Bancalari, 110 F.3d 1425, 1429 f. (9th Cir. 1997); United 
States v. Sayetsitty, 107 F.3d 1405, 1412 (9th Cir. 1997); Gleason, et al. (2022), 66. 
United States v. Andrews, 75 F.3d 552, 555 (9th Cir. 1996). 
Cf. Twitter, Inc. v. Taamneh, 143 S. Ct. 1206, 1227 f. (2023); Angwin (2023); Larkin (2010), 97; 
Johnson/Castro (2021), 6; Tremple (2017), 868; cf. Citron (2023), 724 ff. 
Atlantic Recording Corporation v. Project Playlist, 603 F. Supp. 2d 690, 702 (S.D.N.Y. 2009). 
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states cannot enforce their laws, which would treat social media platforms as 
the publisher of another person’s content, thus preventing any state action to 
hold platforms liable for their enablement of the social media drug trade.250 

Therefore establishing criminal liability for the involvement of platforms in 
drug dealing would require substantial changes to federal criminal law or al-
lowing states to enact criminal law that is exempt from Section 230(1)(c). 

In response to Section 230(1)(c)’s protection applying to platforms involved in 
sexual exploitation and trafficking,251 congress enacted the Allow States and 
Victims to Fight Online Sex Trafficking Act in order to provide effective crimi-
nal and civil remedies for prosecutors and victims of sex trafficking.252 Among 
the measures taken was the enactment of Section 230(e)(5), which excludes 
platform immunity from the violation of state criminal law consistent with 
specific federal provisions253 as well as from federal civil liability for the vi-
olation of federal sex trafficking law.254 At first glance, this seems like a vi-
able strategy to combat social media’s involvement in sex trafficking and could 
thus serve as a model for a similar provision addressing the social media 
drug trade.255 Unfortunately, its application is largely inconsequential, in some 
places even doing more harm than good.256 

Because state criminal law needs to be modelled after federal law, the conduct 
for which criminal liability of platforms could be established most likely will 
not change, as such behavior would already fall under Section 230(e)(1).257 Fur-
thermore, similarly to the issues addressed before, the criminal provisions 
still require a knowing258 or intentional259 advertisement, promotion, or other 
involvement in sex trafficking, which cannot be established for social media 

e.g. Homeaway.Com, Inc. v. City of Santa Monica, 918 F.3d 676, 682 f. (9th Cir. 2019); Back-
page.Com, LLC v. Cooper, 939 F. Supp. 2d 805, 821 ff., especially 823 (M.D. Tenn. 2013); Back-
page.com, LLC v. McKenna, 881 F. Supp. 2d 1262, 1273 (W.D. Wash. 2012); cf. Dyer (2014), 846, 
852, 855; Johnson/Castro (2021), 9 f. w.f.r. 
Jane Doe No. 1 v. Backpage.Com, LLC, 817 F.3d 12, 18 ff. (1st Cir. 2016) cf. further Back-
page.com, LLC v. Hoffman, 9 ff. (D.N.J. Aug. 20, 2013); Backpage.Com, LLC v. Cooper, 939 F. 
Supp. 2d 805, 821 ff. (M.D. Tenn. 2013); Backpage.com, LLC v. McKenna, 881 F. Supp. 2d 1262, 
1274 f. (W.D. Wash. 2012). 
Allow States and Victims to Fight Online Sex Trafficking Act of 2017, Pub. L. No. 115-164, 132 
Stat. 1253, 1253 (2018); 164 Cong. Rec. (2018), H. 1290 f. (statement of Rep. Martha Roby). 
47 U.S.C. § 230(e)(5)(B) i.c.w 18 U.S.C. § 1591; 47 U.S.C. § 230(e)(5)(C) i.c.w. 18 U.S.C. § 2421A. 
47 U.S.C. § 230(e)(5)(A) i.c.w 18 U.S.C. § 1595 and 18 U.S.C. § 1591. 
Green (2023), 80, 83. 
Cf. generally: Citron (2023), 736 ff. 
Albert, et al. (2020), 1108; cf. Citron (2023), 740. 
18 U.S.C. § 1591(a)(2), where advertisement is the only act that cannot be committed reck-
lessly. 
18 U.S.C. § 2421A. 
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companies that merely act as information service providers.260 Therefore, it 
becomes clear that expanding the criminal liability of platforms can only be 
done effectively by lowering its mens rea requirements or by allowing platforms 
to be held responsible for their role as distributors. 

In that regard, a brief look at the exception for civil claims261 is warranted, 
as Section 1595(a) requires only constructive knowledge262 on behalf of the de-
fendant.263 Unfortunately, courts remain divided on the question of whether 
this also applies to the required underlying criminal offense,264 thus creating 
a situation where legal certainty is severely in jeopardy. However, this provi-
sion still manages to demonstrate that adjusting the mental element require-
ments could be a feasible way to allow for sufficient liability for a platform’s 
involvement in criminal activities. Nonetheless, while this might work in re-
sponse to specific issues like sex trafficking, in order for this to be efficiently 
implemented in response to illicit content in general a significant overhaul of 
a basic principle of criminal law would be required, which neither seems real-
istic nor desirable given the potential effects such a change could have for the 
entire doctrine of criminal law. 

B. Causes for Concern 

All things considered, the current application of Section 230 on social media 
platforms does not adequately hold them accountable for their involvement in 
the facilitation of drug dealing. This traces back to two central issues in its ex-
ecution: On the one hand, Section 230 is largely a relic from the early days of 
the internet, and the consideration of its statutory goals is no longer appropri-
ate in view of the modern internet. On the other hand, the courts’ application 
of the material contribution analysis on algorithms fails to address the exac-
erbated effects of drugs (and other illicit content) on social media, which are 
directly caused by algorithmic recommendations. 

Doe v. MG Freesites, Ltd., 7:21-cv-00220-LSC, 32 (N.D. Ala. Feb. 9, 2022); House Report 
115-572 (2018), 5; Albert, et al. (2020), 1125, 1148 ff.; Hayden (2023), 438; Lynton (1995), 358. 
47 U.S.C. § 230(e)(5)(A). 
“knew or should have known”, Garner (2019), 1043; cf. M.H. v. Omegle.com, 8:21-cv-814-
VMC-TGW, 19 (M.D. Fla. Jan. 10, 2022); Lynton (1995), 132. 
Doe v. MG Freesites, Ltd., 7:21-cv-00220-LSC, 32 (N.D. Ala. Feb. 9, 2022); Hayden (2023), 438. 
Does 1–6 v. Reddit, Inc., 51 F.4th 1137, 1141 (9th Cir. 2022); Doe v. KIK Interactive, Inc., 482 F. 
Supp. 3d 1242, 1251 (S.D. Fla. 2020); A.B. v. Marriott Int’l, Inc., 455 F. Supp. 3d 171, 188 (E.D. 
Pa. 2020); A.B. v. Hilton Worldwide Holdings, 484 F. Supp. 3d 921, 936 (D. Or. 2020); Hayden 
(2023), 421. 
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1. Statutory Goals: The Illusion of Self-regulation 

One of the explicit statutory goals of Section 230 is to “remove disincentives 
for the development and utilization of blocking and filtering technologies.”265 

As explained above, courts have based their extensive interpretation of immu-
nity on, i.a., the promotion of self-regulation and continue to apply the same 
reasoning to this day.266 Consequently, it is appropriate to examine efforts and 
effectiveness of social media companies at self-regulation. 

All the major social media companies discussed in Chapter III explicitly pro-
hibit content related to the sale, use, and promotion of illicit substances on 
their platforms through their terms of service or community guidelines.267 All 
the while, drugs are still traded openly on said platforms. This discrepancy 
can best be understood by examining social media companies’ business mod-
els and financial incentives. Their main streams of income depend almost en-
tirely on engagement, meaning users’ exposure to content and time spent on the 
platform; that way, they can present them with monetized advertisements and 
gather data to further improve targeted advertisements as well as sell user 
data to data brokers.268 Thus, a platform’s success does not depend on whether 
or not the content it presents to a user is harmful; so long as it boosts user en-
gagement, it will also boost the platform’s economic success.269 In other words, 
the incentive for self-regulation dreamed up by the legislators remains noth-
ing but an illusion. 

Secondly, courts previously argued that the platforms would not be able to 
moderate the seemingly infinite amounts of data.270 However, with the rise of 
deep learning algorithms, automatic detection of illicit content does not only 
become feasible, but is also not tied to requiring large amounts of human cap-
ital.271 It is telling that social media companies are perfectly capable of employ-
ing sophisticated algorithms to recommend content and profiles to users to 

47 U.S.C. 230(b)(4). 
Gonzalez v. Google LLC, 2 F.4th 871, 941 (9th Cir. 2021); Force v. Facebook, Inc., 934 F.3d 53, 
77 (2d Cir. 2019); Carafano v. Metrosplash.com, Inc., 339 F.3d 1119, 1122 f (9th Cir. 2003); Zeran 
v. America Online, 129 F.3d 327, 331, 333 (4th Cir. 1997). 
Meta (2023); Reddit Inc. (2024); Snap. Inc. (2024); TikTok (2024). 
Bergman (2023), 1163; Buiten (2021), 361; Dumas (2022), 1594 f., 1604; Kim (2017), 147 f.; Oran-
burg (2022), 595; Roth (2021), 22; Unger (2021), 323 ff.; cf. Sadowski (2019), 1 f. w.f.r. 
Bergman (2023), 1164; Citron (2023), 728 f.; Liu/Yildirim/Zhang (2021), 25; Oranburg (2022), 
608 f.; Smith/Van Alstyne (2021). 
Zeran v. America Online, 129 F.3d 327, 333 (4th Cir. 1997). 
Cf. Gonzalez v. Google LLC, 2 F.4th 871, 896 f. (9th Cir. 2021). 
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keep them engaged,272 thus creating networks of drug sellers and buyers, but 
fail to effectively employ these to combat harmful content on their platform.273 

As noted in Chapter III, social media platforms have responded in some fashion 
to the public outcry concerning social media drug dealing, however not with 
the impetus that would be necessary to prevent the formation of drug markets, 
despite the existence of the requisite tools. Clearly, monetary incentives over-
shadow incentives for self-regulation.274 Thus, it is necessary to ensure that 
platforms profiting from illicit content are presented with sufficient incentives 
to engage in effective content moderation by threatening criminal, or at least 
civil, liability.275 

Lastly, the internet has grown and been fostered significantly since 1995.276 

Therefore, it appears that Section 230’s second statutory goal has already been 
reached to a sufficient extent,277 arriving at developmental levels way above 
what could have been anticipated during its creation.278 On that account, it is 
questionable to what extent the congressional goal of Section 230’s enactment 
even remains relevant for today’s society. Additionally, it can be reasonably 
criticized that by protecting a vibrant and free internet, congress has created 
an absurd situation in which interactive service providers, despite possessing 
technical means to prevent the distribution of illicit drugs through their plat-
forms,279 are protected from any liability even when they are knowingly inac-
tive in preventing such transactions and advertisements, simply to protect the 
Internet’s growth while neglecting the serious implications for society, espe-
cially adolescents and young adults, as discussed in the third chapter. From 
that perspective, even applying the absurdity doctrine280, and thus entirely dis-
regarding the plaintext of Section 230, as demanded by some scholars, can 
seem adequate in response to the severe consequences of its extensive appli-

Dyroff v. Ultimate Software Grp., Inc., 934 F.3d 1093, 1095 (9th Cir. 2019); Gonzalez v. 
Google, Inc., 335 F. Supp. 3d 1156, 1162 (N.D. Cal. 2018); Bergman (2023), 1163; Narayanan 
(2023), 18 ff.; Zakon (2020), 1110. 
Cf. Force v. Facebook, Inc., 934 F.3d 53, 84 f. (2d Cir. 2019); Cyphert/Martin (2022), 158; Mc-
Dermott (2023), 13; Tremble (2017), 866. 
McClure (2022), 353; Oranburg (2022), 608 f. 
Cf. DOJ (2020). 
Cf. 18 U.S.C. 230(b). 
Cf. Anderson/Gottfried/Nolan (2023), 10; Citron/Wittes (2017), 409 f.; Manning/Villareal/
Lloyd (2024); Oranburg (2022), 607 w.f.r.; Ortiz-Ospina (2019); Pew Research Center (2024); 
Wilman (2021), 324. 
Malwarebytes, Inc. v. Enigma Software Grp. USA, LLC, 592 U. S. ____, 1 (2020); Lisea (2023) 
w.r.t. Kosseff (2019), 3; Tremble (2017), 844; Wilman (2021), 324. 
Supra fn. 111. 
Cf. United States v. Kirby, 74 U.S. 482, 487 (1868); Cicchini (2021), 353 f., 361 f.; generally: 
Manning (2003). 
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cation based on a plaintext reading.281 While other, less drastic solutions exist, 
the fact that disregarding the statutory text completely is among the contem-
plated options to deal with Section 230(1)(c) clearly demonstrates that its text 
and judicial interpretation have created an absurdly broad liability shield that 
cannot withstand the modern internet and its role in the sale and distribution 
of illicit drugs, goods, and content. 

In conclusion, it has to be noted that Section 230 and its statutory goals are 
largely a remnant of the past founded on naïve predictions of effective self-
regulation and the inability to predict the extent of the internet and social me-
dia’s impact on the commission of certain crimes which are enabled through 
its virtually all-encompassing liability shield.282 Therefore, a reform of Section 
230(1)(c) is required to adequately combat the social media drug market. 

2. On the Neutrality of Algorithmic Content Recommendation 

This section scrutinizes the judicial interpretation of content recommendation 
algorithms, demonstrating that under a material contribution analysis the 
court’s dismissal of liability in Force and Gonzalez, understanding all algorithms 
as content neutral tools, does not adequately depict the functions performed 
by said algorithms in the context of social media drug markets and other illicit 
online content. 

To illustrate the issue at hand, consider the following hypothetical283: Suppose 
a website that functions identically to roommates.com, but instead of explic-
itly forcing its users to disclose information related to discriminatory crite-
ria, it automatically collects user data to create an extensive user profile. Data 
gathered in such a way might involve what listings and potential roommates 
they view or hover over and for how long they do so, in what areas they’re 
looking to rent a place, information provided explicitly through profile pic-
tures and descriptions, but also information that users are most likely not con-
sciously sharing, such as IP addresses or even passwords – which would be 
considered voluntary inputs according to the appellate court in Gonzalez.284 

Based on all the information gathered, a deep learning algorithm then presents 
each user with their best potential roommates making use of imperceptible 
categorizations and inferences based on historical and continuously incoming 
data.285 Based on these developments, the algorithm discovers that for some 

Green (2023), 61 f. 
McPeak (2021), 1557; Project Syndicate (2024). 
The hypothetical as a whole stems from: Dumas (2022), 1607 f. 
Cf. supra fn. 239 f. 
Cf. Bathaee (2018), 892 f. 
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users, matches are more successful if they’re similar in race, religion, sex, fa-
milial status, or national origin286, and thus, the algorithm “steer[s] users based 
on discriminatory criteria.”287 However, where roommates.com wasn’t awarded 
immunity under Section 230 because it forced its users to disclose discrimina-
tory information and used it to generate the best possible matches, this hypo-
thetical website would be, because it merely “provided a neutral platform that 
did not specify or prompt the type of content to be submitted, nor determine 
particular types of content its algorithms would promote.”288 

The only differences between roommates.com and the hypothetical website 
are that the developer’s intent to employ discriminatory criteria and the infor-
mation required to do so occurred implicitly instead of explicitly.289 The un-
derlying forbidden conduct, however, remains the same. In light of this, it is ab-
surd to treat the same process once as materially contributing and once not 
depending on whether a machine or a human commits it. Similarly, if an algo-
rithm discovers that presenting adolescents and young adults with easily ac-
cessible drugs is an effective way to boost engagement290 and thus does so, 
the effects of said behavior do not differ from the direct and intentional adver-
tisement of drugs. Moreover, this would incentivize committing cybercrimes 
automatically, which cannot be the intent of Section 230.291 

Furthermore, the role of an interactive service provider, depending on his ac-
tions, places him on a spectrum ranging from publisher of third parties to a 
speaker of his own message.292 As discussed previously, courts held that, gen-
erally, the use of algorithms is content neutral and consistent with tradi-
tional editorial functions.293 Yet, in reality, neither of these assumptions holds 
true. The courts’ assumption that algorithms are inherently content neutral is 
grounded in the idea that a platform’s feature is sufficiently neutral if all con-
tent is initially processed in the same way;294 however, such an understanding 
of content neutrality is too broad and overbearing. From that perspective, even 

Cf. 42 U.S.C. § 3604. 
Fair v. Roommates, 521 F.3d 1157, 1167 (9th Cir. 2008); cf. regarding the concept of discrim-
inatory algorithms generally: Bornstein (2018), 520 f.; Kim (2017), 888 ff.; Kim/Bodie (2021), 
294 ff.; Senate Hearing 117-769, 37, 40. 
Gonzalez v. Google LLC, 2 F.4th 871, 895 (9th Cir. 2021). 
Dumas (2022), 1608. 
Cf. supra fn. 268, 270 and 272; Dumas (2022), 1604. 
Dumas (2022), 1608. 
McClure (2022), 344; cf. Barnes v. Yahoo!, Inc., 565 F.3d 560, 566 (9th Cir. 2009). 
Cf. supra fn. 236 ff. 
Gonzalez v. Google LLC, 2 F.4th 871, 896 (9th Cir. 2021); Force v. Facebook, Inc., 934 F.3d 53, 
70 (2d Cir. 2019); Marshall’s Locksmith Serv. Inc. v. Google, LLC, 925 F.3d 1263, 1270 f. (D.C. 
Cir. 2019). 
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human vision and perception would be content neutral, so long as the same 
pair of eyes and brain is used to see and process information.295 From my per-
spective, an algorithm that recommends content is inherently not and cannot 
be content neutral, as its exact purpose is to match the information derived 
from specific content with the user’s interest deduced from the data gathered 
by the platform.296 It is frankly absurd to envision a content recommendation 
algorithm that is content neutral in a way that does not account for the infor-
mation contained in the content it recommends. 

This effect is further amplified by the fact that the human brain is extremely 
susceptible to algorithms.297 By creating and making use of their engaging and 
influential digital space, social media not only amplifies the reach of drug deal-
ers’ advertisements but also increases their potency, thus significantly aug-
menting the published message and its illegality,298 which also cannot be con-
sidered a content neutral form of distribution. 

Lastly, understanding algorithmic content recommendations as part of tra-
ditional editorial features, functioning similarly to search engines, does not 
account for the fact that through such recommendations, social media plat-
forms actively influence a user’s experience; by promoting and amplifying cer-
tain content the platforms take an affirmative role in the distribution of said 
content that goes beyond a traditional editor’s role.299 Additionally, a recom-
mendation inherently holds informational value beyond the content it recom-
mends.300 This is precisely why treating such algorithms analogously to tradi-
tional search engines is inconsistent. Consider the following301: A person looks 
for a specific book in a library and asks the librarian where it can be found, to 
which the librarian provides directions. A standard search engine functions in 
such a way, directing a user to content he or she actively searched for through 
voluntary inputs. In other words, a search engine replicates information that 
already exists, namely “where” the content a user is looking for can be found. 

Cf. Dumas (2022), 1604. 
Aggarwal (2016), 139 ff.; Lops/de Gemmis/Semeraro (2011), 73, 75, 80; Narayanan (2023), 
23 f.; Schafer/Konstan/Riedl (2001), 137, 139 f. 
Cf. though these primarily relate to search engines, the reasoning remains the same: Cor-
byn (2012); Epstein/Li (2024), 9 f.; Epstein/Robertson (2015), 4519 f.; Kramer/Guillory/Han-
cock (2014), 8788 ff. 
Tremble (2017), 862. 
Gonzalez v. Google LLC, 2 F.4th 871, 914 f., 921 f. (9th Cir. 2021), note however: “As the major-
ity opinion explains, our case law squarely and irrefutably holds otherwise.”; Force v. Face-
book, Inc., 934 F.3d 53, 76 f., 80 ff. (2d Cir. 2019); Hoye (2023), 178, 182; McClure (2022), 250; 
Tremble (2017), 862. 
Force v. Facebook, Inc., 934 F.3d 53, 82 (2d Cir. 2019). 
Cf. for this example: Force v. Facebook, Inc., 934 F.3d 53, 76 (2d Cir. 2019); Dumas (2022), 
1609. 
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If, in the same scenario, the librarian instead, based on all information avail-
able to him, which involves both books the person has read but also other fac-
tors, such as, i.a., age, gender, and race, recommends another book to the per-
son, which is precisely the function of a content recommendation algorithm, 
the librarian synthesizes and creates new information, namely that the librar-
ian believes that the person would expectedly like the recommended book. On 
the whole, social media companies become, at least partially, speakers of their 
own message by virtue of their usage of content recommendation algorithms, 
and thus, they should be placed on that side of the spectrum and treated as such. 

Furthermore, while prioritizing what information to present and in what order 
it is presented clearly is an editorial function performed, e.g., by newspapers 
when deciding what story to present on the title page,302 an automated and 
individualized recommendation algorithm can no longer be compared to its 
classical editorial roots. Such an individualized recommendation not only gen-
erates new information but also occurs and adapts continuously without direct 
and conscious human involvement, which extends beyond the scope of the 
classical editorial function of prioritizing information. 

C. Approaches for Reform 

As demonstrated, the current application of Section 230 to social media com-
panies creates an overbearing liability shield, thus protecting their tacit in-
volvement in illegal activities, such as the sale of illicit substances. As further 
illustrated, machine learning solutions are well equipped to effectively detect 
drug related content. It could, therefore, be reasonable to abolish Section 230 
altogether, at least concerning drug related content. However, this could re-
sult in unwanted consequences, as such automated moderation requires cap-
ital and human resources to set up and run effectively and could substantially 
hinder small and niche information content providers, thus having a chilling 
effect on the overall diversity of the internet landscape.303 Additionally, while 
technologically possible, automatic detection and removal of content on social 
media is always accompanied by the fear of online censorship.304 Lastly, while 
this would open the floodgates for civil liability of social media platforms and 
thus at least provide a financial incentive to moderate content, it does not ad-
dress the issue associated with the requirement of direct intent for criminal 

Cf. Miami Herald Pub. Co. v. Tornillo, 418 U.S. 241, 258 (1974). 
European Commission (2020), 19; Wilman (2023), 45; Wilman (2021), 325; Cf. Smith v. Cali-
fornia, 361 U.S. 147, 154 (1959); Goodman/Whittington (2019), 3; Wilman (2022), 6 f. 
Cf. Angelopoulos (2020), 314; Dergacheva/Katzenbach (2024), 363; Frosio/Geiger (2023), 76; 
Meaker (2019); O’Brien/Malcom (2018); Schulze (2019); Wenger (2018). 
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liability.305 It bears noting, however, that especially for issues associated with 
civil liability and algorithms, other creative approaches, such as formulating 
civil claims under product liability,306 exist, though an in depth discussion lies 
beyond the scope of this paper. 

This section thus focuses on notice and takedown mechanisms, specifically as 
found in the newly enacted EU Digital Servies Act, as potential ways to estab-
lish criminal liability based on social media platforms’ inaction in response to 
notices of illicit content. This is specifically relevant in the context of Section 
230, as the Digital Millennium Copyright Act (DMCA)307 employs such a mech-
anism and is among its exceptions under paragraph e.308 

1. Brief Overview of Notice and Takedown Procedures under the 
DSA309 

In its essence, the DSA awards hosting service providers with a “safe haven” 
for the hosting and distribution of third party content, functioning similarly to 
Section 230(1)(c).310 However, the immunity afforded by the DSA only applies 
so long as the provider either does not know that the content is illegal or in-
fringing, or they promptly remove or block access to that content once they 
become aware of it.311 In the same vein, the DSA’s immunity provisions are gen-
erally all encompassing, shielding platforms from criminal, civil, and adminis-
trative liability equally.312 

Dumas (2022), 1613; cf. Reed/Kennedy/Silva (2016), 26. 
Lemmon v. Snap, Inc., 995 F.3d 1085 (9th Cir. 2021); Bergman (2023), 1190 ff.; Lisea (2023); 
804 ff. 
17 U.S.C. 512(c); cf. generally Hayden (2023), 449 ff. 
18 U.S.C. 230(e)(2). 
Note that the DSA’s notice and takedown mechanism functions as an expansion of the e-
commerce directive, thus court decisions as well as legislative information concerning the 
e-commerce directive also apply to the DSA; cf. Directive 2000/31/EC of the European 
Parliament and of the Council of 8 June 2000 on certain legal aspects of information society 
services, in particular electronic commerce, in the Internal Market, OJ L 178, 1–16; Buri/van 
Hoboken (2021) 14; Church/Pehlivan (2023), 55; Wilman (2023), 37 f.; Wolters/Gellert (2023), 
404. 
Art. 6(1) DSA; Buri/van Hoboken (2021), 14. 
Art. 6(1)(a) and (b) DSA; Church/Pehlivan (2023), 55; Crawford, et al. (2023), 5; Wilman (2022), 
4; cf. Judgement of 22. June 2021, Frank Peterson v Google and Elsevier v Cyando, C-682/18 
and C-683/18, ECLI:EU:C:2021:503, § 111 ff. 
Rec. 17 Preamble DSA; Opinion of Advocate General Szpunar delivered 16. March 2016, 
Tobias Mc Fadden v Sony Music Entertainment Germany GmbH, C‑484/14, 
ECLI:EU:C:2016:170, § 64; Buiten (2021), 366; Commission of the European Communities 
(1998), 27, 29. 
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Materially, the DSA’s conditional immunity applies to mere conduit, caching, 
and hosting services.313 This clearly involves social media platforms as “ser-
vices that involve the transmission and storage of user-generated content.”314 

Nonetheless, the DSA excludes intermediary service providers from its immu-
nity as soon as they play an active role in the processing of data to the extent 
that they exhibit knowledge or control over the illegal content.315 This is com-
parable to Section 230’s loss of immunity through material contribution, in the 
sense that conditional immunity is lost if “the provider selects the stored in-
formation, if it is actively involved in the content of that information in some 
other way or if it presents that information to the public in such a way that it 
appears to be its own.”316 Mirroring the United States’ doctrine, platforms keep 
their immunity even if they engage in algorithmic for profit filtering, sorting, 
and optimizing of third party content.317 Though this is factually wrong for the 
reasons presented above, the issue in this context is far less egregious, as the 
DSA ensures that platforms act against illicit content. In my view, where plat-
form immunity is appropriately limited, it is reasonable to apply it to algorithmic 
processing of content, as this provides legal certainty for the enormous industry 
that relies on such processing.318 However, in the case of an all-encompassing 
immunity under Section 230, extending such immunity to algorithms creates a 
wildfire-like spread of illegal content without any real incentives for platforms 
to prevent this. 

Continuing the material examination, immunity is lost for the conscious host-
ing of all types of illegal content, where what constitutes the illegality of the 
content is subject to the applicable national law.319 As all member states of 
the EU are participants of the 1998 United Nations Convention against Illicit 
Traffic in Narcotic Drugs and Psychotropic Substances,320 which criminalizes, 
i.a., the offering and sale of drugs, according to Art. 3(1)(a)(i), advertisements of 
drugs are obviously illegal content in all countries in the EU. In other words, 

Art 4 – 6 DSA; Cf. Art. 3(g)(i) – (iii) DSA; Church/Pehlivan (2023), 55. 
Wilman (2022), 1; cf. Judgement of 3. October 2019, Glawischnig-Piesczek v Facebook 
Ireland, C-18/18, ECLI:EU:C:2019:821, § 22; Husovec (2023), 903; Husovec/Roche Laguna 
(2022), 2. 
Cf. Judgement of 12. July 2011, L’Oréal v. eBay, C-324/09, ECLI:EU:C:2011:474, § 113; Wilman 
(2023), 40; Wilman (2022), 6. 
Opinion of Advocate General Saugmandsgaard Øe delivered 16. July 2020, Frank Peterson 
v Google and Elsevier v Cyando, C-682/18 and C-683/18, ECLI:EU:C:2020:586, § 152, w.r.t. 
Judgement of 11. September 2014, Sotiris Papasavvas v O Fileleftheros Dimosia Etaireia, 
C‑291/13, ECLI:EU:C:2014:2209, § 45 f. 
Buiten (2021), 371. 
Cf. Frosio/Geiger (2023), 39 f. 
Rec. 12 Preamble DSA; Husovec/Roche Laguna (2022), 11; Wolters/Gellert (2023), 404. 
Cf. United Nations (1988). 
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under the DSA, social media platforms lose their immunity as soon as they are 
made aware of drug related content on their platform and fail to remove said 
content expeditiously. 

In order to ensure the effective implementation of its immunity, the DSA 
imposes all intermediary service providers with various tiers of obligations, 
which depend on the service provider’s size and service type.321 Among these 
obligations, Art. 16(1) DSA crucially requires all hosting providers to ensure ef-
fective notice and takedown mechanisms are in place. Therefore, allowing all 
users of hosting providers to submit a notice of illegal content to the platform 
which leads to the platform having obtained knowledge of the alleged illegal 
content, thus making them potentially liable for not removing said content un-
der Art. 6(1) DSA.322 Furthermore, providers are obliged to respond to such re-
ports in a timely, diligent, non-arbitrary, and objective manner.323 In order to 
enforce these obligations, Art. 52(3) DSA threatens fines of up to six percent of 
a platform’s worldwide annual turnover for failing to comply with them.324 

A mere report, however, cannot directly trigger a hosting provider’s duty to 
remove illegal content. On the one hand, this requires that the notice is suf-
ficiently precise and adequately substantiated, following the requirements as 
provided by Art. 16(2)(a) – (d) DSA. On the other hand, to prevent platforms 
from pre-emptively blocking content that might be illegal under specific cir-
cumstances (overblocking325), content only needs to be removed where its il-
legality is clear in that it requires no detailed legal examination.326 Lastly, while 
the DSA does not require content moderation by the platform’s own initiative, 
if the platform engages in such monitoring and becomes aware of illegal con-
tent, they are equally obliged to remove it or lose its immunity.327 

Buiten (2021), 367 f.; Church/Pehlivan (2023), 54 f.; Judgement of 3. October 2019, Glawis-
chnig-Piesczek v Facebook Ireland, C-18/18, ECLI:EU:C:2019:821, § 225; Wilman (2022), 3; cf. 
Art. 16 ff. DSA. 
Art. 16(3) DSA; Buri/van Hoboken (2021), 21; Husovec/Roche Laguna (2022), 6; Wilman 
(2022), 8; Wolters/Gellert (2023), 413. 
Art. 16(6) DSA. 
Cf. Church/Pehlivan (2023), 58. 
Maaß/Wortelker/Rott (2024), 5; Pohlmann/Barbaresi/Leinen (2023), 406. 
Art. 16(3) DSA, cf. Judgement of 26. April 2022, Republic of Poland v European Parliament, 
Council of the European Union, C-401/19, § 91; Judgement of 22. June 2021, Frank Peterson 
v Google and Elsevier v Cyando, C-682/18 and C-683/18, ECLI:EU:C:2021:503, § 115 f.; 
Judgement of 12. July 2011, L’Oréal v. eBay, C-324/09, ECLI:EU:C:2011:474, § 122. 
Crawford, et al. (2023), 5; Wilman (2023), 43, 46 f. 
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2. Amending Section 230 with a Notice and Takedown Mechanism 

The idea of adopting a notice and takedown mechanism in order to limit the 
extensive immunities provided by Section 230 is neither new nor novel.328 This 
section provides a description of the key advantages of a notice and takedown 
system, as opposed to Section 230(1)(c), in the context of criminal liability for 
the advertisement and sale of illicit substances. 

The first and most important advantage of a notice and takedown mechanism 
is that it creates an institutionalized system that is sufficient to establish knowl-
edge of the illegal content and, thus, intentional inaction.329 This overcomes the 
large issue of Section 230’s immunity, which virtually bars all criminal liabil-
ity of internet service providers, as criminal law’s direct intent requirement 
cannot be proven in the context of hosting third party content. Additionally, 
notice and takedown regimes avoid the issue of forcing platforms to overbear-
ingly monitor all content they host, which, while possible, remains undesir-
able. In short, notice and takedown mechanisms provide a solid middle ground 
between all involved actors,330 which provides intermediary service providers 
with adequate immunity to run their businesses.331 All the while, it protects 
users and society from harmful illegal content by establishing grounds to 
demonstrate criminal liability. 

Secondly, European practice demonstrates that notice and takedown mecha-
nisms function quickly and efficiently to prevent the rampant spread of illicit 
content.332 This effect cannot be attributed to immunity under Section 230, as 
even where liability might be established, this requires lengthy court proceed-
ings during which the illegal content might already have spread further. 

Additionally, despite existing for over 20 years, the notice and takedown 
mechanism set out in the DSA and the e-commerce directive are still largely 
and widely supported despite the internet’s significant evolution in this time-
frame.333 The same cannot be said about Section 230’s naïve and outdated per-
spective on the internet and its trajectory. While one cannot reproach the leg-
islators of Section 230 for their shortsightedness with respect to the internet’s 

Balkin (2018), 2046; Mendenica/Wahab (2007), 265 ff.; Roter (2017), 1404 ff.; cf. Batzel v. 
Smith, 333 F.3d 1018, 1032 fn. 19 (9th Cir. 2003); Internet Platform Accountability and Con-
sumer Transparency Act, S. 483, 118th Congress (2023-2024), Sec. 5 f. 
Cf. Sanchez v. France, App. No. 45581/15, § 94 f. (ECtHR, September 2. 2021). 
Wilman (2021), 326; Wolters/Gellert (2023), 418 f. 
Cf. supra V. a. 1. 
European Commission (2016), 9 f.; Reynders (2021); Wallberg (2017), 933; cf. Urban/Karaga-
nis/Schofield (2017), 114 for an American perspective. 
De Streel/Husovec (2020), 47; Frosio/Geiger (2023), 75 f.; Nordemann (2020), 46; Urban/
Karaganis/Schofield (2017), 28. 
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rapid development in the past 20 years, its already existing issues will likely be 
amplified further as the internet develops and likely gains more relevance for 
the sale of drugs. Although it remains to be seen whether notice and takedown 
mechanisms will suffice as an answer to further advancements of the internet, 
they will surely be better suited to address its issues than a provision that al-
ready fails at preventing the spread of illegal content today. 

Lastly, from a practical perspective, Section 230 does not only already know 
an exception for notice and takedown mechanisms with respect to copyright 
infringement, but the provisions of the DSA and e-commerce directive were 
largely inspired by the DMCA.334 Therefore, many of the underlying principles 
and ideas also stem from United States Law and can easily be implemented 
into a reformed Section 230 or function as a suitable replacement.335 

3. Addressing the DSA’s Weaknesses: a Few Remarks 

As demonstrated, notice and takedown mechanisms currently seem to be the 
most effective solution to navigate the issues associated with the liability of 
hosting platforms for illegal third-party content. The DSA’s modern framework 
provides a suitable middle ground, where platforms do not have to engage 
in overblocking in order to avoid liability, but they also cannot hide behind an 
all-encompassing liability shield and profit from the proliferation of illicit con-
tent on their platforms. However, certain aspects of the DSA provide grounds 
for reasonable concern, which should be considered globally in the adoption 
and expansion of notice and takedown mechanisms. This section provides an 
overview of the apparent weaknesses of the DSA. Having said that, they are 
not meant as a comprehensive and in-depth discussion but to provide talking 
points for further deliberation, as these issues have not yet been subjected to 
widespread academic attention. 

Primarily, its worthy of critique that the DSA does not require platforms to en-
sure that removed content does not reappear (“notice and stay down”), instead 
opting to merely oblige platforms to suspend repeat offenders according to 
Art. 23(1) DSA.336 However, a notice and stay down mechanism is currently im-
possible without permanent automatic screening of content,337 which the DSA 

Husovec (2023), 891; Wilkert (2021), 318; Peguera (2009), 482; Polański (2018), 871; Urban/
Karaganis/Schofield (2017), 21 f. 
Cf. Bambauer (2014), 2055; Citron (2023), 756; Horowitz (2007); Husovec (2023), 887. 
Judgement of 3. October 2019, Glawischnig-Piesczek v Facebook Ireland, C-18/18, 
ECLI:EU:C:2019:821, § 41, 46 f.; Frosio (2017), 43 ff.; Wilman (2021), 330; cf. generally: Husovec 
(2018). 
Husovec (2018), 77, 79. 
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prevents for sensible reasons discussed previously. Nonetheless, it remains a 
significant issue in the prevention of the spread of illicit content that remov-
ing content cannot guarantee under any circumstances that it will not be reu-
ploaded, which makes content moderation an almost Sisyphean task. 

Secondly, the effectiveness of notice and takedown mechanisms largely de-
pends on users’ reports of illicit content. Especially with respect to content, 
such as drug advertisements, that does not cause direct individual but rather 
public harm; it remains to be seen how often users will go out of their way 
to report such content.338 Potential solutions to this problem already exist, 
e.g., through government and non-government agencies that inform platforms 
about illicit content on their platforms, such as the National Center for Missing 
and Exploited Children.339 It bears noting in that regard that the adoption 
of notice and takedown mechanisms for illicit content should clearly diverge 
from the DMCA’s model, which only allows notices by an authorized person on 
behalf of whoever’s rights were infringed,340 if it also aims to address public 
harm. 

Lastly, it remains questionable that the DSA’s conditional immunity is not itself 
tied to fulfilling the obligations set down in Art. 16 ff. DSA.341 Especially as ex-
perience from other sections of the law, namely the GDPR342 and competition 
law, shows that these fines may not have the desired deterring effects.343 What 
might be particularly problematic in this regard is that by not complying with 
the obligations to put a notice and takedown mechanism into place, a hosting 
provider could avoid all liability because there is no way to establish that this 
provider had knowledge of the illicit content, thus effectively creating the same 
issue caused by section 230. The practical relevance of this issue, however, re-
mains to be seen, as all major social media platforms described in Chapter III 
currently comply with the DSA’s requirements.344 Furthermore, some concerns 
are already being voiced, claiming that even the DSA’s liability regime does not 
effectively prevent illegal content, viewing it only as a step in the right direc-
tion.345 
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V. Conclusion 

Drug markets have long been early adopters and users of newly emerging 
technologies, be it e-mails or mobile phones, the continual and rapid develop-
ment of social media and e-commerce being the latest adoption of this trend. 
Algorithmic content recommendations now allow market participants to ex-
pand and create their illicit networks beyond what could ever be possible in 
an analogue setting by employing these technologies. Furthermore, social me-
dia drug markets’ key advantages involve ease of access and familiarity of use, 
as well as rapid deliveries, with delivering drugs being quicker than a pizza in 
many places around the world.346 Notably, digital drug markets can be attrib-
uted to the same categories as set out by Eck’s taxonomy of illicit markets in 
general, with one key exception: Shifting between market types is not only very 
easy but appears to be a defining feature of social media drug markets. Public 
Markets, which are found on all major social media platforms, serve primar-
ily as a space for advertisement, where sellers and buyers are connected by 
content and profile recommendation algorithms. The much more secure pri-
vate market, which occurs almost entirely on end-to-end encrypted messag-
ing services, is then used to finalize the transaction and organize a physical 
meeting where drugs and money are exchanged. Understanding these syner-
gies and connections between different platforms is essential to combat the 
social media drug trade. Clearly, the emergence of social media drug markets 
necessitates an all-encompassing liability framework because such a market 
can only be limited through the combined social media ecosystem, as one plat-
form upholding high moderation standards can, at best, lead to a dispersion 
of the market to new platforms. Nonetheless, all of these observations are still 
limited by the sparse academic attention to the topic of this work, making it 
crucial for further widespread analysis and academic discussion of social me-
dia drug markets. 

A critical preliminary finding appears to be that social media drug markets tar-
get young and inexperienced people who show excessive signs of psychologi-
cal distress as well as low self-control, thus having a general disposition to en-
gage in illicit activities and street crimes. Combining this with the potential for 
social media drug markets to present adolescents and young adults with op-
portunities to engage in criminal behavior and the apparent glorification of the 
drug dealers’ lifestyle through social media, there might be a significant risk of 
social media drug markets functioning as a slippery slope for further adoles-
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cent criminality. Understanding and further examining these risk factors asso-
ciated with social media drug markets should, therefore, be a high priority for 
academic research and general legislative action in this field. 

While a plethora of solutions to combat issues related to drug consumption 
and dealing exist, among which decriminalization and legalization clearly play 
a central role, so long as the drug trade is neither state mandated nor regu-
lated, criminal law needs to be a powerful tool to prevent social media’s tacit 
involvement in and profit from their enablement of the drug trade. As demon-
strated by Eck’s framework, public markets are largely dependent on the ab-
sence of managers, preventing the formation of said markets. In the digital 
context, social media platforms and their content moderation could fulfill the 
role of managers; however, the United States’ notion of platform responsi-
bility under Section 230(1)(c) creates an overbearing liability shield that does 
not incentivize platform providers to effectively prevent the sale and distrib-
ution of illicit content in general. Furthermore, Section 230’s application ex-
presses significant flaws by holding on to naïve statutory goals that have long 
been reached or proven to be futile. Additionally, the application of the mater-
ial contribution test, treating content recommendation algorithms as content 
neutral tools, diverges entirely from reality and does not address the added 
harm caused by algorithms in the context of social media drug markets and 
other illicit content. Lastly, a fundamental issue with the enforcement of crim-
inal law in the context of social media platforms as intermediaries and enablers 
of crime is that the mens rea requirement of intent, which demands knowledge 
with regard to the crime, cannot be established given the immense amount of 
content uploaded to social media websites daily. Thus, adequate criminaliza-
tion of social media platforms would either require a generally lower mens rea 
standard or a substantial overhaul of Section 230 so that it no longer virtually 
immunizes social media platforms that profit from illegal content. 

Conditional immunity and notice and takedown procedures, as set out in the 
DSA and the DMCA, present a viable solution to both these issues, as they 
provide a solid middle ground between the interest of social media platforms 
and the prevention of crime, without forcing platforms to engage in auto-
mated screening of all content, thus carrying the risk of censorship through 
overblocking. Additionally, notice and takedown mechanisms also serve as an 
institutionalized procedure to substantiate a platform’s knowledge of specific 
instances of illicit content and thus allow the establishment of intent and crim-
inal liability without having to modify the mens rea requirement as its funda-
mental component. In conclusion, the United States’ conception of platform 
immunity for user-generated content needs a major overhaul. In doing so, it 
should borrow the fundamental aspects from the DSA’s modern notice and 
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takedown procedure in order to prevent the rampant spread of drug adver-
tisement on social media and provide a sound framework to establish criminal 
liability for social media platforms’ tacit involvement and profiteering. 
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Next Generation 

This publication provides an ex
ploratory overview of newly emerging 
digital drug markets as well as a  
critical discussion of criminal respon
sibility of platforms for hosting  
usergenerated content under 47 U.S.C. 
§ 230 in light of the newly enacted  
EU Digital Services Act.  

Niklaus Julian Sempach
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